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PERTANIKA JOURNAL OF SCIENCE & TECHNOLOGY 
About the Journal 

Overview 
Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-access 
online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions third party content. 

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication of 
original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to science and 
engineering and its related fields. 

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April, July, August, 
and October). It is considered for publication of original articles as per its scope. The journal publishes in English and 
it is open for submission by authors from all over the world. 

The journal is available world-wide. 

Aims and scope 
Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to science and 
engineering research. Areas relevant to the scope of the journal include: bioinformatics, bioscience, biotechnology 
and bio-molecular sciences, chemistry, computer science, ecology, engineering, engineering design, environmental 
control and management, mathematics and statistics, medicine and health sciences, nanotechnology, physics, safety 
and emergency management, and related fields of study. 

History 
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and engineering 
and its related fields. 

Vision 
To publish a journal of international repute. 

Mission 
Our goal is to bring the highest quality research to the widest possible audience. 

Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing. Submissions can 
expect to receive a decision within 90 days. The elapsed time from submission to publication for the articles averages 
180 days. We are working towards decreasing the processing time with the help of our editors and the reviewers. 

Abstracting and indexing of Pertanika 
Pertanika Journal of Science & Technology is now over 32 years old; this accumulated knowledge and experience has 
resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Journal Citation Reports (JCR-Clarivate), 
EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles 
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy 
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by two or 
more publications. It prohibits as well publication of any manuscript that has already been published either in whole 
or substantial part elsewhere. It also does not permit publication of manuscript that has been published in full in 
proceedings. 

Code of Ethics 
The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal publications 
to reflect the highest in publication ethics. Thus, all journals and journal editors are expected to abide by the journal’s 
codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or visit the journal’s web link at http://www.
pertanika.upm.edu.my/code_of_ethics.php 
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Originality 
The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original work. 
The author should check the manuscript for any possible plagiarism using any program such as Turn-It-In or any other 
software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division. 

All submitted manuscripts must be in the journal’s acceptable similarity index range: 
≤ 20% – PASS; > 20% – REJECT. 

International Standard Serial Number (ISSN) 
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print and electronic. 

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online). 

Lag time 
A decision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from submission 
to publication for the articles averages 180 days. 

Authorship 
Authors are not permitted to add or remove any names from the authorship provided at the time of initial submission 
without the consent of the journal’s Chief Executive Editor. 

Manuscript preparation 
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on the official 
website of Pertanika.

Editorial process 
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on receipt of 
a manuscript, and upon the editorial decision regarding publication. 

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are sent to 
reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time of submission of their 
manuscripts to Pertanika, but the editors will make the final selection and are not, however, bound by these suggestions. 

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript. Publication 
of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally, pending an author’s 
revision of the material. 

The journal’s peer review 
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted manuscripts. At 
least 2 referee reports are required to help make a decision. 

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and weaknesses of 
written research, with the aim of improving the reporting of research and identifying the most appropriate and highest 
quality material for the journal. 

Operating and review process 
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial review 
process: 

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine whether it is 
relevance to journal needs in terms of novelty, impact, design, procedure, language as well as presentation 
and allow it to proceed to the reviewing process. If not appropriate, the manuscript is rejected outright and 
the author is informed. 

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to 3 
reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor requests that 
they complete the review within 3 weeks. 

 Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual framework, 
literature review, method, results and discussion, and conclusions. Reviewers often include suggestions for 
strengthening of the manuscript. Comments to the editor are in the nature of the significance of the work and 
its potential contribution to the research field. 
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3. The Editor-in-Chief examines the review reports and decides whether to accept or reject the manuscript, 
invite the authors to revise and resubmit the manuscript, or seek additional review reports. In rare instances, 
the manuscript is accepted with almost no revision. Almost without exception, reviewers’ comments (to 
the authors) are forwarded to the authors. If a revision is indicated, the editor provides guidelines for 
attending to the reviewers’ suggestions and perhaps additional advice about revising the manuscript. 

4. The authors decide whether and how to address the reviewers’ comments and criticisms and the editor’s 
concerns. The authors return a revised version of the paper to the Chief Executive Editor along with 
specific information describing how they have addressed’ the concerns of the reviewers and the editor, 
usually in a tabular form. The authors may also submit a rebuttal if there is a need especially when the 
authors disagree with certain comments provided by reviewers. 

5. The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1 of the 
original reviewers will be asked to examine the article. 

6. When the reviewers have completed their work, the Editor-in-Chief examines their comments and decides 
whether the manuscript is ready to be published, needs another round of revisions, or should be rejected. 
If the decision is to accept, the Chief Executive Editor is notified. 

7. The Chief Executive Editor reserves the final right to accept or reject any material for publication, if the 
processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of Pertanika. An 
acceptance letter is sent to all the authors. 

 The editorial office ensures that the manuscript adheres to the correct style (in-text citations, the reference 
list, and tables are typical areas of concern, clarity, and grammar). The authors are asked to respond to 
any minor queries by the editorial office. Following these corrections, page proofs are mailed to the 
corresponding authors for their final approval. At this point, only essential changes are accepted. Finally, 
the manuscript appears in the pages of the journal and is posted on-line.
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Foreword
Welcome to the third issue of 2025 for the Pertanika Journal of Science and Technology (PJST)! 

PJST is an open-access journal for studies in Science and Technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university for the benefit of 
the world-wide science community.

This issue contains 25 articles: six review articles; and the rest are regular articles. The authors 
of these articles come from different countries namely India, Indonesia, Japan, Malaysia and 
Thailand.

A regular article titled “AI-Driven Vision-Based Pothole Detection for Improved Road Safety” 
was written by Muhammad Aizat Rasee and co-researchers from Malaysia. Their research 
developed a pothole detection system using convolutional neural networks (CNN) and YOLO 
algorithms to improve road safety and infrastructure maintenance. The system, trained on 4,681 
images, achieved a 92.85% accuracy rate, detecting potholes and providing real-time warnings 
to drivers. This enhances safety, reduces vehicle damage, and optimizes government spending 
on repairs. The project aligns with Malaysia’s sustainable development goals (SDG), particularly 
SDG 3 (Good Health and Well-being), SDG 9 (Industry, Innovation, and Infrastructure), and SDG 
11 (Sustainable Cities and Communities). Detailed information on this study can be found on page 
1535.

Nurfarah Aini Mocktar et al. from Universiti Malaysia Terengganu investigated the metabolite 
profiles of different age classes of Marphysa moribidii, a marine polychaete, using proton nuclear 
magnetic resonance (1H NMR) and liquid chromatography-tandem mass spectrometry (LC-MS/
MS). Thirty-five metabolites were identified via NMR, while LC-MS/MS detected 36, including 
amino acids, carbohydrates, fatty acids, and organic acids. The middle-aged class showed the 
highest concentration of metabolites, particularly amino and fatty acids, suggesting it was the ideal 
stage for harvesting. These metabolites may offer biological activities such as antioxidant, anti-
inflammatory, and antibacterial properties. The findings highlight age-related metabolic variability 
and lay the groundwork for future studies on the genetic and biochemical mechanisms behind 
these changes, enhancing our understanding of M. moribidii’s physiology and ecology. Further 
details of the article are available on page 1563.

Another article that we wish to highlight is “Enhanced White Blood Cell and Platelet Segmentation: A 
Particle Swarm Optimization-based Chromaticity approach” by Aiswarya Senthilvel, Krishnaveni 
Marimuthu, and Subashini Parthasarathy from India. This study proposed a novel approach for 
accurately segmenting white blood cells (WBCs) and platelets in blood smear images to enhance 
the detection of sickle cell disease (SCD). By leveraging the RG chromaticity, the method 

i



identifies regions with high pixel chromatic variance to differentiate WBCs and platelets from red 
blood cells (RBCs). Using particle swarm optimization (PSO), the optimal threshold values for 
segmentation were determined, achieving a high accuracy of 96.32%, a sensitivity of 96.97%, a 
precision of 96.96%, and an F-score of 97.46%. This approach improves upon traditional methods 
by considering chromaticity as a feature for segmentation, offering better precision than previous 
techniques. The method’s future potential includes automating segmentation using convolutional 
neural networks (CNNs) to enhance diagnostic accuracy and efficiency in detecting conditions like 
leukemia. Comprehensive details about this study can be found on page 1633. 

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process 
involving a minimum of two reviewers comprising internal as well as external referees. This was 
to ensure that the quality of the papers justified the high ranking of the journal, which is renowned 
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other 
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers 
and Editorial Board Members of PJST, who have made this issue possible. 

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or 
quantitative research that opens new areas of inquiry and investigation.

Editor-in-Chief
Luqman Chuah Abdullah

ii
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ABSTRACT

Unlabeled data is a significant problem in healthcare and other fields that deal with huge datasets. 
Unsupervised learning has the potential to be an effective solution in this case. The use of 
unsupervised algorithms in disease diagnosis has not been widely explored. In this work, we have 
developed a clustering algorithm to analyze the gliomas using Magnetic Resonance Imaging (MRI) 
data. Glioma is a severe medical illness that necessitates an accurate and timely diagnosis to establish 
effective treatment options. We used Pyradiomics to extract radiomic characteristics from MRI 
scans, which were then fed into a number of clustering methods, with cluster fitness assessed using 
primary assessment metrics. The best clustering algorithm was used as the pre-processor and to 
train major classification algorithms. In this study, we examined the performance of three prominent 
clustering algorithms, with agglomerative clustering outperforming the others. We achieved 0.83 
Silhouette Coefficient, 0.21 Davies-Bouldin Index, and 323.22 Calinski-Harabasz Index values 
using aggregative clustering using Pyradiomics features. The decision tree strategy outperformed 
all classification methods, achieving 99.54% accuracy when clustering was applied to preprocess 
the data before classification. The proposed work has considerable potential for faster and more 
accurate analysis of medical image problems, especially in gliomas.

Keywords: Classification Algorithms, clustering, gliomas, machine learning, magnetic resonance 
imaging, unsupervised learning

INTRODUCTION

A glioma is a tumor that develops from 
glial cells, the central nervous system’s 
support cells. Glioma is deemed dangerous 
for various reasons, including its nature and 
influence on the central nervous system. 
Gliomas are graded according to the criteria 
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specified by the World Health Organization (WHO). Grades 1 and 2 are considered low-
grade gliomas, grade 3 is astrocytoma, and grade 4 is classified as glioblastoma (Chen et 
al., 2017). Grade 3 and grade 4 are classified as the aggressive category. A biopsy is the 
standard approach to diagnosing glioma. It is a surgical procedure that involves taking the 
sample from the affected area for pathological examination. Analysis using biopsy provides 
accurate results. However, it has certain drawbacks, such as proliferation, the need for 
mastery, time obligation, and the possibility of more cancer growth. Magnetic Resonance 
Imaging (MRI) is a non-invasive, non-surgical, quick imaging technology and a viable 
alternative for glioma analysis (Tupe-Waghmare et al., 2021).

The status of Isocitrate Dehydrogenase (IDH), the codeletion status of 1p19q, and the 
methylation status of O6-methylguanine-DNA-methyltransferase (MGMT) are the major 
molecular features for the diagnosis of gliomas. Monitoring the status of these biomarkers 
is important for evaluating the glioma profile and anticipating prognosis (Zheng et al., 
2020). However, advanced techniques and medical procedures are required to analyze 
the status of these biomarkers using MRI images. An alternative diagnosis approach is to 
use data-driven decision-making using artificial intelligence. Artificial intelligence and 
machine learning algorithms are efficient and successful tools that assist physicians and 
support them in making decisions, boosting their confidence in making accurate diagnoses.

Unsupervised learning approaches are commonly used where data labeling is 
impossible or required. It is mainly applied to identify correlations in data. Labeling 
the data requires a high level of clinical skills in healthcare applications. Thus, it can be 
costly and time-consuming (Dike et al., 2018). Clustering is mainly adopted when a novel 
disease is most likely to happen with no prior medical records. Unlike supervised learning 
algorithms, where we train the model based on labeled data with already recorded values, 
unsupervised learning uses unlabeled data to identify unique patterns, relationships, or 
clusters. The unavailability of labeled data in clustering algorithms becomes a substantial 
barrier to evaluating the quality and validity of the clusters formed. Unsupervised clustering 
methods such as K-Means, Fuzzy clustering, Hierarchical clustering, and Kernel K-Means 
are commonly implemented; however, the model’s efficiency is dependent on their ability 
to validate results (Govender & Sivakumar, 2020).

Naeem et al. (2023) have analyzed unsupervised learning techniques, including the 
Apriori algorithm, frequent pattern growth algorithm, k-means clustering, and principal 
component analysis. The clustering approaches are mainly categorized into two types: 
hierarchical clustering and partition clustering. The applications of unsupervised learning in 
domains such as machine vision, speech recognition, self-driving cars, and natural language 
processing have been highlighted in this review paper. Like machine learning approaches, 
unsupervised techniques do not require labeled data or manual feature selection, which 
causes flexibility and automation issues. Supervised learning techniques are used in most 



1107Pertanika J. Sci. & Technol. 33 (3): 1105 - 1117 (2025)

Clustering-based Hybrid Approach for Analyzing High-grade Gliomas

healthcare research involving automated disease detection. Despite these, unsupervised 
learning techniques remain underexplored, especially in applications like disease prediction. 
In recent work, Mansour et al. (2021) developed an innovative unsupervised model called 
a variational autoencoder to predict COVID-19 cases. They trained and tested the model 
through several experiments, demonstrating its impressive performance, achieving high 
accuracy rates of 98.7% for binary classification and 99.2% for multi-class classification.

Bibi et al. (2022) have shown that unsupervised learning can be a good option for 
solving classification problems. Their research used concept-based and hierarchical 
clustering methods to analyze Twitter sentiments. The authors have combined popular 
hierarchical clustering techniques like single linkage, complete linkage, and average linkage 
in sequence. The authors have shown that unsupervised learning techniques, like supervised 
learning methods, can perform well. In a study by Zhang et al. (2023), hyperspectral 
imaging (HSI) and unsupervised classification techniques were used to identify normal 
and necrotic areas in small intestinal tissues. K-means and density peaks (DP) clustering 
algorithms were utilized to distinguish between these tissue types. Their results showed 
that the DP clustering algorithm attained an average clustering purity of 92.07%. They have 
concluded that HSI, along with DP clustering, can assist doctors in identifying normal and 
necrotic tissue in the small intestine.

Bhattacharjee et al. (2022) proposed unsupervised learning approaches to distinguish 
between benign and malignant stages of the prostate gland using images. Radiomic 
characteristics have been extracted from the entire slide image using important clustering 
techniques such as spectral clustering, agglomerative clustering, K-means, K-medoids, and 
the Gaussian mixed model (GMM). These methods were assessed using Silhouette and 
Rand scores. It was found that the best results were generated for the K-means algorithm. 
Song et al. (2023) used Chest X-rays to detect pneumonia. They used and analyzed 
unsupervised learning techniques for the detection. The X-ray pictures were transformed 
to grayscale and scaled to consistent dimensions. The radiometric characteristics were 
retrieved. Two algorithms were used for clustering, i.e., k-means clustering and spectral 
clustering. For spectral clustering, the Silhouette Coefficient, Davies-Bouldin Index, 
and Calinski-Harabasz Index values were 0.44, 1.025, and 311.5, respectively, while for 
k-means clustering, the values were 0, 8 and 0.28.

Unsupervised learning techniques study glioma analysis, focusing mainly on brain 
tumor segmentation (Bougacha et al., 2018). In many research studies, unsupervised 
learning techniques are used as part of their pipeline to segment the Region of Interest (RoI) 
and then supervised learning techniques are applied to improve the results. According to 
our current analysis, only a countable number of research have implemented unsupervised 
learning for preprocessing to cluster and identify subgroups in gliomas. The proposed 
research aims to provide a clustering technique for automatically detecting the status of 
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IDH biomarker index and grade of gliomas from MRI data. This is done by extracting 
radiomic features and using preprocessed data to improve the classification algorithm’s 
performance. This generic framework can cluster patients based on common features, 
which can be highly advantageous for disease analysis. A public glioma dataset is used 
to test and verify the proposed methodology. The proposed method can be applied to any 
medical imaging resource for disease analysis, including those without labels.

MATERIALS AND METHODS

Our work used the Cancer Genome Atlas (TCGA) dataset (Ganini et al., 2021). TCGA 
has genetic, clinical, and imaging data related to glioblastoma. MRI scans of patients, 
information on grades, and other biomarkers are present in the dataset. This study inspected 
210 3D volumes of grades 3 and 4 with IDH mutation status using T1-weighted, Fluid-
Attenuated Inversion Recovery (FLAIR), and T2-weighted modalities (Al‐Saeed et al., 
2009). Figure 1 portrays the workflow for the proposed method. Statistical features are 
repossessed from the generated 3D volumes and used to create clustering algorithms. 
Trimming the image eliminates unwanted sections and emphasizes areas of interest. Here, 
several slices from the volume that do not contain gliomas have been deleted as we are 
interested mainly in gliomas. Based on this objective, the volumes were condensed and 
normalized to have voxel values ranging from 0 to 1. In our work, three main clustering 
algorithms: K-means clustering, agglomerative clustering, and Balanced Iterative 
Reducing and Clustering (BIRCH) (Wahyuningrum et al., 2021; Madan & Dana, 2016) are 
implemented. These models’ performance is evaluated by assessing various performance 
metric values.

Figure 1. Workflow for the proposed approach 
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Feature Extraction and Reduction

The Pyradiomics module was used for automated feature extraction (Van Griethuysen 
et al., 2017). Pyradiomics is the Python package commonly used to extract features 
from images. The automated feature extractor tool automatically computes and extracts 
relevant statistical features from the data. This tool uses the image and the mask as input 
for feature extraction. The model has extracted 120 features from each medical image 
and mask data using statistics, shape, Gray Level Co-occurrence Matrix (GLCM), 
Gray Level Run Length Matrix (GLRLM), Gray Level Size Zone Matrix (GLSZM), 
Neighboring Gray Tone Difference Matrix (NGTDM), and Gray Level Dependence 
Matrix (GLDM).

The features extracted are First Order Statistics (19), Shape-2D (16), Shape-3D 
(10), GLCM (24), GLRLM (16), GLSZM (16), NGTDM (5), and GLDM (14). The 
generated dataset has 120 columns, which is extremely complex. Processing such a 
huge number of columns is time-consuming and can be expensive. This can result 
in postponed training of the clustering algorithms. This issue is addressed by using 
a suitable dimensionality reduction technique. Dimensionality reduction has to be 
performed before implementing the clustering algorithm. This work utilized the 
Principal Component Analysis (PCA) technique to minimize the dimensions (Jolliffe 
& Cadima, 2016). It is the best technique to deal with the challenges when a greater 
number of features are available per specimen.

Clustering Models

Three major clustering algorithms, K-means clustering, agglomerative clustering, and 
BIRCH, have been implemented and compared in our study. K-means is a well-known 
unsupervised clustering algorithm. It is the simplest technique, but it can handle complex 
data sets. Initially, centroids equivalent to a number of clusters are formed. Then, the 
distance between each data point and all the centroids is calculated. Next, the centroids are 
figured once again with the previously computed distance. This process is repeated until 
the centroids converge and remain constant (Wahyuningrum et al., 2021). Agglomerative 
clustering is a hierarchical and unsupervised learning method. A bottom-up approach is 
used in this process. Link distances are calculated based on the resemblance between 
two data points. Every data point is part of a single cluster, and the nearby points are 
combined using distance-based linkages. This method is repeated until all data points 
have been combined into a single cluster (Griffiths et al., 1984). BIRCH is another 
hierarchical clustering procedure. If the data set contains multiple features and is also 
huge, even then, this dynamic clustering method performs well. This method clusters data 
points using a height-balanced methodology and a feature tree (Madan & Dana, 2016).
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Classification Models

We have used seven different machine-learning classification algorithms in this study. 
These include Support Vector Machine (SVM), Naive Bayes, KNN (K-Nearest Neighbor), 
Logistic Regression, Decision Tree, Random Forest, and Extreme Gradient Boosting 
(XGBoost) (Bhaskar, Bairagi et al., 2023). Logistic regression is a simple classification 
algorithm, and it is mainly used for binary classification problems. It uses the most common 
sigmoid activation function on the input data and classifies the output based on a certain 
limit.

Support Vector Machine is a commonly used machine learning technique as it is highly 
flexible. In Naive Bayes, the conditional probability of each attribute is examined separately 
using the Bayesian theorem principle. K-Nearest Neighbor is a learning approach that does 
not rely on labeled data, and it attempts to map a new data point to its nearest neighbor 
and perform the grouping accordingly. Decision trees and random forests are tree-based 
models. They make use of entropies and information gain to make predictions. XGBoost is 
another ensemble learning method that uses boosting to gain greater accuracy (Choudhary 
et al., 2022; Bhaskar, Tupe-Waghmare et al., 2023).

RESULTS AND DISCUSSION

The features extracted from the MRI images are converted to a CSV data file with a 
dimension of 70,128, with 128 features extracted from each of the 70 MRI volumes. We 
have performed clustering using the three unsupervised algorithms considered in this study. 
Three major performance parameters, the Silhouette Coefficient, Davies-Bouldin Index, and 
Calinski-Harabasz Index values (Ashari et al., 2023), were used to evaluate the performance 
of these models. The Silhouette Coefficient is calculated using the following Equation 1:

𝑆𝑆(𝑖𝑖)  =  (𝑏𝑏(𝑖𝑖)  −  𝑎𝑎(𝑖𝑖)) / 𝑚𝑚𝑎𝑎𝑚𝑚{𝑎𝑎(𝑖𝑖), 𝑏𝑏(𝑖𝑖)}   

𝐷𝐷𝐷𝐷 =  (1 / 𝑘𝑘)  ∗  ∑(𝑖𝑖 = 1 𝑡𝑡𝑡𝑡 𝑘𝑘) 𝑚𝑚𝑎𝑎𝑚𝑚(𝑅𝑅(𝑖𝑖𝑖𝑖)),𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖 ≠  𝑖𝑖                             [2] 

𝐶𝐶𝐶𝐶 =  (𝐷𝐷 / (𝑘𝑘 −  1)) / (𝑊𝑊 / (𝑛𝑛 −  𝑘𝑘))                                       [3] 

   [1]

where S(i) is the Silhouette Coefficient for data point i, a(i) represents the intra-cluster 
distance, and b(i) represents the inter-cluster distance.

Davies-Bouldin matrix index is used to measure the cluster fitness. This method can 
be used to assess the suitability of various data divisions. The goal is to bring this index as 
near to zero as possible. The following Equation 2 represents the formula for the Davies-
Bouldin index:𝑆𝑆(𝑖𝑖)  =  (𝑏𝑏(𝑖𝑖)  −  𝑎𝑎(𝑖𝑖)) / 𝑚𝑚𝑎𝑎𝑚𝑚{𝑎𝑎(𝑖𝑖), 𝑏𝑏(𝑖𝑖)}   

𝐷𝐷𝐷𝐷 =  (1 / 𝑘𝑘)  ∗  ∑(𝑖𝑖 = 1 𝑡𝑡𝑡𝑡 𝑘𝑘) 𝑚𝑚𝑎𝑎𝑚𝑚(𝑅𝑅(𝑖𝑖𝑖𝑖)),𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖 ≠  𝑖𝑖                             [2] 

𝐶𝐶𝐶𝐶 =  (𝐷𝐷 / (𝑘𝑘 −  1)) / (𝑊𝑊 / (𝑛𝑛 −  𝑘𝑘))                                       [3] 

 [2]

Where k is the number of clusters, and R(ij) is the measure of dissimilarity between cluster 
I and cluster j.
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The Calinski-Harabasz Index is theoretically determined as the inter-cluster and intra-
cluster dispersion ratio. A higher value for this index indicates that the observations within 
each cluster are dense and well-separated (Aik et al., 2023). Calinski-Harabasz Index value 
can be determined with the following Equation 3:

𝑆𝑆(𝑖𝑖)  =  (𝑏𝑏(𝑖𝑖)  −  𝑎𝑎(𝑖𝑖)) / 𝑚𝑚𝑎𝑎𝑚𝑚{𝑎𝑎(𝑖𝑖), 𝑏𝑏(𝑖𝑖)}   

𝐷𝐷𝐷𝐷 =  (1 / 𝑘𝑘)  ∗  ∑(𝑖𝑖 = 1 𝑡𝑡𝑡𝑡 𝑘𝑘) 𝑚𝑚𝑎𝑎𝑚𝑚(𝑅𝑅(𝑖𝑖𝑖𝑖)),𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑖𝑖 ≠  𝑖𝑖                             [2] 

𝐶𝐶𝐶𝐶 =  (𝐷𝐷 / (𝑘𝑘 −  1)) / (𝑊𝑊 / (𝑛𝑛 −  𝑘𝑘))                                       [3]     [3]

Where B is the variation between clusters, k is the number of clusters, W is the variance 
inside the clusters, and n is the total number of data points.

Table 1 displays the results of various clustering algorithms, both with and without 
PCA feature reduction. The Agglomerative clustering algorithm outperformed all other 
algorithms in our analysis, producing the highest Silhouette Coefficient and Calinski-
Harabasz Index scores and the lowest Davies-Bouldin Index scores. PCA has significantly 
enhanced the performance of unsupervised algorithms, with scores increasing almost 
double when compared to algorithms trained on the same dataset without PCA. Figure 
2 shows scatterplot representations of K-means and BIRCH clustering techniques with 
and without PCA. The scatterplots produced show the separation of clusters generated 
by various clustering approaches. Each point on the plot represents a data point, and the 
values of the features define its location. The scatter plot generated for the agglomerative 
clustering algorithm is shown in Figure 3. The plot clearly distinguishes between categories, 
indicating that the clustering method effectively groups comparable data points.

The dendrogram diagram of the agglomerative clustering showing the hierarchical 
relationships between different entities is depicted in Figure 4. Entities refer to the 
individual data points clustered by the agglomerative clustering technique. Each branch 
of the dendrogram symbolizes the merging or splitting of clusters, and the length of the 
branches reflects the clusters’ dissimilarity or distance. The dendrogram illustrates the 
graphical depiction of the clustering results that allow for a better understanding of the 
links between distinct data points or clusters.

Table 1
Performance metrics obtained for different models compared in this study

Clustering 
Algorithm

Feature 
Reduction

Silhouette 
Coefficient

Davies-Bouldin 
Index

Calinski-Harabasz 
Index

K-means No 0.399 1.21 78.06
PCA 0.529 0.70 300.9

Agglomerative No 0.77 0.37 69.5
PCA 0.83 0.21 323.22

BIRCH No 0.242 1.51 70.2
PCA 0.55 0.64 265.05
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Figure 2. Scatterplot representations (a) K-Means clustering with and without PCA (b) BIRCH clustering 
with and without PCA

Figure 3. Scatterplot representations for 
agglomerative clustering with PCA 

with PCA without PCA

with PCA without PCA

(a)

(b)

Figure 4.  The dendrogram diagram for the 
agglomerative clustering algorithm
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Clusters are produced more effectively using PCA. In high-dimensional spaces, 
the distance between points can become meaningless, and data points can be sparsely 
distributed. PCA decreases dimensionality by focusing on the most relevant features, 
resulting in more meaningful distances and clearly defined clusters. As seen in Figure 3, 
all clustering algorithms struggled to discriminate between the green and dark blue color 
groups. These clusters potentially correspond to data points from the G3 mutant and G4 wild 
classes, which have been clinically shown to be significantly related. Additional clustering 
approaches can help provide a more complete picture of the data’s intrinsic structures. 
Combining results from different clustering algorithms using ensemble approaches may 
improve overall clustering performance. Integrating autoencoders into the process can 
also help to increase feature learning. 

Out of the three clustering approaches examined in this study, agglomerative clustering 
produced the best results and was thus selected as the pre-processor. The labels acquired 
from agglomerative clustering are used to train classification algorithms. We measured the 
primary performance parameters to evaluate the models’ performance. Table 2 shows the 
supervised classification algorithms’ accuracy, precision, and recall values on the training 
and testing sets after applying the clustering technique. Figure 5 shows a visual comparison 
of the validation accuracy of the training models.

It is apparent that using agglomerative clustering as a preprocessing step improves 
the performance of classification systems. We observed an average improvement of 
nearly 3 percentage points in accuracy after incorporating agglomerative clustering as 
a preprocessing step. By structuring data into meaningful clusters before training, we 
observed accuracy, precision, and recall metrics improvements across various classification 
algorithms. This approach optimizes model training and facilitates better pattern recognition 
and predictive accuracy in complex datasets. The SVM and Naive Bayes models achieved 
less than 90% validation accuracies, while the other models produced more than 90% 
validation accuracies. The validation accuracy of 99% was achieved for the decision tree 

Table 2
Performance evaluation of machine learning techniques with clustering

Models
Training Data Validation

Accuracy Precision Recall Accuracy Precision Recall
SVM 80.6 93.75 81.11 76.19 92.64 82.14
Naive Bayes 92.72 88.57 96.06 83.33 71.38 90.47
KNN 97.57 98.78 92.23 95.23 97.17 97.17
XGBoost 100 100 100 95.23 97.17 97.17
Logistic Regression 100 100 100 97.61 98.33 98.95
Decision Tree 100 100 100 99.54 99.33 99.33
Random Forest 100 100 100 99.34 99.12 99.12
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and random forest. In addition, the precision and recall scores are very high, which justifies 
that the models were properly trained. The models have not shown signs of overfitting, 
with just a negligible variation in training and testing performance. The clustering approach 
grouped the grade and IDH based on similarities, which may have assisted the machine 
learning models in better training, thus enhancing the performance. Furthermore, reducing 
the dimensions using PCA before clustering also improved the performance of all three 
techniques, with a 7% increase in silhouette coefficient and a 16% decrease in the Davies-
Bouldin score.

It is clearly noted that machine learning algorithms trained on clustered datasets 
consistently performed better than those on datasets without clusters in terms of accuracy, 
precision, and recall. Models like XGBoost, decision tree, and random forest exhibited 
momentous overfitting on the unclustered dataset, which was eased when clustering was 
applied. These implementations have supported the fact that, by integrating clustering 
techniques in the preprocessing phase, the performance of the machine learning 
algorithms is significantly uplifted in identifying grade and mutation status. This method 
not only decreases the need for extensive dataset labeling but also streamlines the process 
of anomaly detection in medical imaging applications. By integrating dimensionality 
reduction techniques, we aim to increase efficiency by not compromising performance, 
making this method a better choice for handling large, unlabeled datasets in healthcare 
applications.

The unsupervised learning method proposed in this paper can significantly support 
clinical practitioners, reducing the time and cost associated with diagnosing oncology 
patients. This technique requires minimum labeling and thus allows clinicians to process 

Figure 5. Comparison of the validation accuracy of the training models with clustering
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and analyze large datasets of medical images effortlessly. Applying clustering techniques to 
new patient data enables automatic annotation, which can then train supervised classifiers 
for detecting abnormalities in new cases. Incorporating dimensionality reduction techniques 
further improves algorithm efficiency and speed without reducing the performance. 
Overall, this approach provides a powerful, time-saving solution for handling unlabeled 
data, streamlining diagnostic workflows, and aiding in treatment planning in oncology.

CONCLUSION

In this paper, we have used statistical feature extraction techniques and classification 
algorithms. Clustering of MRI images for glioma analysis using unsupervised algorithms is 
presented. Accuracy and reliability are ensured by evaluating the results. The performance 
of classification algorithms is significantly improved by using the proposed framework. 
These machine learning algorithms have yielded results comparable to deep learning 
techniques, with the advantage of lower computational costs. The agglomerative clustering 
algorithm outperformed all other algorithms in our analysis, with the highest Silhouette 
Coefficient and Calinski-Harabasz Index scores and the lowest Davies-Bouldin Index 
scores. The decision tree-based model outperformed all classification approaches in the 
testing set, achieving an accuracy of 99.54% when clustering was used as a preprocessing 
step. The results show that the proposed system may be used for quick and accurate glioma 
analysis without requiring computationally intensive hardware.
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ABSTRACT

Mathematical modelling is essential in comprehending, optimising, and administering air-cooling 
photovoltaic (PV) systems by considering factors like temperature, irradiance, and module 
characteristics. Mathematical modelling allows for informed decision-making, optimisation, and 
risk management in designing, operating, and maintaining air-cooling PV systems. This study 
creates mathematical models to identify an air-cooling PV system and anticipate the PV module’s 
output performance based on the solar irradiance received. The air-cooling PV system is modelled 
using the system identification toolbox, which relies on experiment data. The modelling process 
utilises a black-box approach, eliminating the necessity for internal parameter knowledge. The 
transfer function estimation method was selected as the best non-linear model due to its superior 
fit percentage. Prior to the installation of the air-cooling system, the data-driven analysis produced 

a continuous-time transfer function with an 
accuracy of 90% for the PV module model, 
whereas the air-cooling PV system model 
obtained an accuracy of 94.3%. The validity 
of the acquired models was assessed using 
Simulink by employing multiple levels of PSH. 
The model exhibits a failure rate of less than 
10% in predicting inequality. The validation 
results for the PV module model were 90.1% 
and 90.8% for high, moderate, and low PSH, 
respectively. Similarly, the air-cooling PV 
system model got validation results of 91.7%, 
93.2%, and 91.5%, while the mean output 
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voltage increased by 10.8%, 17.5%, and 15.3%. Consequently, a continuous-time transfer function 
model is created, which will be utilised for developing and tuning controllers in future research.

Keywords: Air-cooling PV system model, mathematical model, modelling, system identification, transfer 
function model 

INTRODUCTION

Cooling is required for a photovoltaic (PV) module because it can substantially boost the 
PV output performance. Without proper cooling, a substantial quantity of energy is lost as 
heat, as only 13-15% of solar radiation is converted into electricity (Mattei et al., 2006). 
Solar irradiance and operation temperature of the PV module (Tcell) were found to be 
impediments to reaching larger PV system outputs (Mustafa et al., 2023). A PV module’s 
power output and electrical efficiency are determined by its Tcell and temperature coefficient 
(Dubey et al., 2013; Popovici et al., 2016). For each degree over 25oC, there is an average 
reduction in efficiency of around 0.45% (Haidar et al., 2018). The output voltage of the 
PV module can be calculated using Equation 1:

𝑉𝑉𝑝𝑝𝑣𝑣𝑥𝑥 = 𝑉𝑉𝑥𝑥_𝑠𝑠𝑠𝑠𝑠𝑠  𝑋𝑋 [1 + �
𝛾𝛾𝑉𝑉𝑥𝑥
100

� �𝑇𝑇𝑠𝑠𝑐𝑐𝑐𝑐𝑐𝑐 − 25°𝐶𝐶�]      [1]

where Vpvx is the voltage for the PV module at x condition, Vx_stc is the voltage for x 
condition at Standard Test Condition (Volt), and γvx is the temperature coefficient for the 
voltage at x condition. 

There are two categories of cooling methods for PV modules: active cooling, which 
involves energy consumption, and passive cooling, which utilises conduction or natural 
convection to remove heat. Wind cooling can improve the performance of PV modules, 
but passive cooling is inefficient due to the limitations of natural heat transfer (Mustafa et 
al., 2024). Despite the fact that water cooling is more effective, air cooling is preferred due 
to its minimal construction and operating costs. PV module efficiency was better by 6.2%  
as a result of the cooling experiment (Erol et al., 2021). In addition to lowering the Tcell  
continuous cooling also increases the power of the PV module by 20% compared to the 
non-cooled one (Luboń et al., 2020). Cooling PV module is a key strategy for enhancing 
the efficiency of their output performance.

Mathematical models serve as the foundation for most analytical techniques used in 
engineering. These models can be derived by a theoretical method that relies on fundamental 
physical rules or through an experimental approach based on system measurements (Assani 
et al., 2022; Cheng & Lu, 2022). Generating models based on empirical data is commonly 
referred to as system identification (SI) (Bhuvaneswari, 2012) and numerical modelling can 
be enhanced with the use of an additional experimental-based approach (Al Hadad et al., 
2018). An identification experiment aims to ascertain the dynamic properties of a certain 
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process. One of the benefits of using models is that the step test employ is comprehensive, 
making it simple and cost-effective to apply. Step testing is often conducted on a system 
once the process has been identified or stabilised. Mathematics modelling is a systematic 
procedure that involves acquiring, structuring, processing, and identifying mathematical 
models derived from raw data from real-world systems. Modelling process control is of 
utmost significance since an effective control system is contingent upon the presence of 
a well-constructed model that precisely depicts the dynamics of the process (Tawerghi et 
al., 2021). 

Modelling photovoltaic systems is challenging due to their non-linear characteristics, 
particularly when integrated with cooling structures (Adak et al., 2022). Several studies 
have previously focused on mathematical models for PV modules, but none of them 
have specifically addressed air-cooling PV systems. An air-cooling PV system requires 
a mathematical model to facilitate engineering analyses involving PV modules and air-
cooling systems (Adak et al., 2021). Mathematical modelling plays an important role 
in optimising the efficiency of air-cooling PV systems, both in terms of PV module 
performance and the effectiveness of the air-cooling mechanism. Algorithms for air-cooling 
PV systems provide notable advantages by enabling cost reduction through the simulation 
and evaluation of the cooling system prior to its physical implementation. For existing 
air-cooling PV systems, having a data-based model is essential. The quality of a model 
is contingent upon the calibre of the input data, which is acquired through experimental 
methodologies. Therefore, the experiment must be conducted according to the appropriate 
standard procedures, and all factors that might impact the outcome must be considered to 
ensure the accuracy of the data. This model enables the analysis of the system’s impact 
and facilitates research on enhancing the performance of the air-cooling system and PV 
module under different irradiance levels without the need for additional devices, resulting 
in a cost reduction. This air-cooling PV system model allows for accurate prediction of the 
performance of PV modules and the air-cooling PV system without the need for conducting 
experiments.

Therefore, the aim of this paper is to develop mathematical models using real data 
experiments to predict the output voltage of the PV module and prove that the recommended 
air-cooling PV system successfully increased its output performance. One of the greatest 
challenges in this study was to make sure the obtained models were appropriate and met the 
high, medium and low levels of solar irradiance in a day according to the solar irradiance 
and expected output PV based on the mathematical relationship. This study uses black-box 
methods for non-linear systems to investigate a data-based model for PV module output 
and air-cooling PV systems. Different black-box model structures are used for precise 
models. Data collection for this study involves solar irradiance, Tcell output voltage, and 
PV module power. 
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System Identification 

SI is the process of creating mathematical representations of dynamic systems using 
statistical techniques applied to collected data. The process of designing experiments to 
effectively collect data from the system to develop models and lower model complexity 
was part of the study of SI. In the process of SI, a mathematical model is constructed to 
represent a dynamic system by utilising a collection of measured stimulus and response 
samples. The present focus lies on the identification of parameters and attributes of 
dynamic systems through the utilisation of specialised identification methods (Valousek 
& Jalovecky, 2021). SI uses measured input and output data to construct a precise model 
to create a mathematical representation of the system (Schoukens et al., 2012). Input and 
output vectors are used to define these systems, but the majority of physical systems are 
non-linear, making their models difficult to linearise analytically (Dorf & Bishop, 2010). 
Constructing models that meet analytical criteria may require non-linear engineering 
models. The mathematical model accurately determines the effects and reactions on the 
constructed model (Tuhta, 2021).

The process of SI involves several key components, including experiment design, 
experiment implementation, data pre-processing, model structure selection, model fitting 
to data, and model validation, as shown 
in Figure 1 (Šajić et al., 2022). These 
components are essential for effectively 
identifying and understanding the various 
aspects of a given system. Continuous 
time transfer functions (TF) can be used to 
describe physical models more generally. 
In MATLAB, the SI toolbox is a series of 
procedures used to identify and analyse 
different system components, including 
their structure, properties, and measured 
data from the time domain (Ljung, 2012). 
It also simplifies SI using experimental 
data. The SI tool incorporates the transfer 
function (TF) models or process models’ 
functionalities, which facilitate the use 
of distinct identification approaches. 
A dynamical mathematical model is a 
mathematical representation that explains 
the behaviour of a system or process 
dynamic, which can occur in either the time Figure 1. Cycle for system identification

Start

Experimental design

Experiment

Data processing

Model structure

Fit model to data

Model validation

Fit 
percentage?

End

NO

YES
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or frequency domain (Åström & Eykhoff, 1971). The programme offers a dependable and 
near-accurate model structure. The proposed model underwent testing and simulation to 
demonstrate its effectiveness and reliability. This approach can also be used to estimate 
the model of an air-cooling PV system. Various modelling techniques, such as intelligent, 
linear, and non-linear models, can be applied.

METHODOLOGY

This study used the SI toolbox in MATLAB as an approach for the data-based model 
development. The research in this study includes the collecting and processing of all 
essential data, the selection and creation of the model structure, the estimate of model 
parameters, and the validation of the model. An experiment at an existing PV system in 
a tropical region, Kajang, Selangor, Malaysia, provided the data. All collected data was 
divided into training and testing sets. SI process and collected data were utilised in a black 
box for transfer function model development with different time delays and orders. Various 
models are investigated to determine the best structure yielding satisfactory accuracy based 
on the fit percentage. The selected model was tested using high, medium and low levels of 
solar irradiance generated data in a day from the experiment for optimisation, evaluation 
and validation for the most optimal model. 

Data Collection and Pre-processing

A PV system was chosen at the German Malaysian Institute in Kajang, Selangor, Malaysia. 
The system consists of two 3kW PV sub-arrays of poly-crystalline PVs. Each sub-arrays 
grid-connected PV system utilised 12 pieces of 250 W poly-crystalline PV modules, installed 
by one string with 12 modules per string. An air-cooling system prototype was installed 
on a 250 W module of the PV system. Only one module was tested in the experiments. 
The irradiance metre was strategically placed near the PV module area to ensure the 
accuracy of the measured irradiance for 
analysis. A digital temperature sensor was 
attached to the back of the PV module to 
monitor temperature fluctuations on the 
Tcell. An energy meter was connected to the 
PV module to record voltage and current 
measurements. Small boxes are added to 
both ends of the cross-flow fan to elevate 
it away from the heated surface of the 
roof, as shown in Figure 2. This is done to 
guarantee that the temperature of the fan is 
not impacted by the surface temperature of 

Figure 2. The placement of the fan, irradiance meter, 
energy meter, and controller box in the PV system

Cross-flow fan Controller box and 
power supply

Light sensor 
BH1750

Small plastic boxes Energy meter
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the roof and, therefore, the wind created by the fan is not affected by the roof’s temperature. 
The experiment was conducted at the site for 12 consecutive hours, from 7.00 a.m. to 7.00 
p.m., for several days before and after the installation of an air-cooling system. All data 
for solar irradiance, Tcell and electrical parameters data are trended at 3-second i ntervals.

The output voltage of the PV module, Vpvexp, Tcell, and solar irradiance were measured 
and recorded during the experiment before and after applying the cooling system. Estimating 
the current output of a PV module or array under real-world operating circumstances is 
critical. This is because irradiance and temperature are instantaneous factors that directly 
influence the PV module’s output. The concept of expected instantaneous output, where 
how much output of PV module per peak sun factor (PSF) at 1000 Wm2, was implemented 
in this study using Equation 2 (Mustafa et al., 2024):

𝑃𝑃𝑃𝑃𝑃𝑃 =
𝐺𝐺𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 _𝑝𝑝𝑐𝑐𝑎𝑎𝑝𝑝𝑐𝑐

1000 𝑊𝑊𝑊𝑊2         [2]

where Garray_plane is solar irradiance in array plane (Wm2). 
The expected output voltage for the PV module at the maximum power point, Vpv_roc, 

corresponding to the Tcell, can be calculated from Equation 1. Technically, peak sun hour 
(PSH) is the number of hours in a day with an irradiance intensity of 1000 Wm2. An 
estimation of solar irradiance magnitude using total solar irradiance (TSI) was used in 
order to differentiate between levels of solar irradiance received (Egorova et al., 2018; 
Seleznyov et al., 2011). Total PSH in a day was used as TSI to classify the level of solar 
irradiance received per day. Solar irradiation levels are classified as high when the number 
of PSH exceeds 5.5, moderate when the range is between 3.5 and 5.4, and low when the 
level is below 3.5. Figure 3 shows a graph for the high, moderate and low levels of PSH 
used in this study to develop the desired models.

Figure 3. High, moderate and low PSH received in a day
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Tcell  and Vpvexp data were used to develop a data-based model using SI. These models 
will then be used as model-based control for further work on controller design and 
investigation to improve the efficiency of the proposed air-cooling system. This air-cooling 
PV system model refers to a PV module using an air-cooling system. PV module output 
and air-cooling PV system model was developed using SI. The strategies of SI might use 
all acquired data as input and output data or solely the output data. As shown in Figure 4, 
the PV module model input is Tcell while the model output was the output voltage of PV 
before applying an air-cooling system. This output voltage of PV data will be an input to 
the air-cooling PV system model, while the output voltage after applying the cooling system 
data will be the output for the air-cooling PV system model. During the development of 
the data-based model, the following assumptions were considered.

(i) Due to the tiny airspace between the PV module and the roof and the restriction 
of natural heat transmission, the wind does not affect the Tcell.

(ii) Solar irradiance and Tcell were evaluated in this study as the determining factor 
for PV module output.

Figure 4. Input and output for PV module and air-cooling PV system model

Model Estimation and Optimisation

The developed models rely significantly on data. The available data set allowed us to 
evaluate a non-linear model of a PV module’s output in the context of solar irradiance, 
voltage and Tcell. Experimentation on the PV module before and after installation of the 
air-cooling PV system provides the data used for the model estimate. For every 3 seconds 
from 7.00 a.m. to 7.00 p.m., 14 400 data points were sampled at the German Malaysian 
Institute. Prior to testing, the analysis of input and output signal processing is conducted, 
and the TF of the system is determined using MATLAB’s SI Toolbox. Parametric models are 
employed to identify, wherein a mathematical model is derived from empirical data (Rachad 
et al., 2014; Sumalatha & Rao, 2016). It is imperative for the model to possess the ability 
to quantify the output of the system. In order to optimise the transfer function estimation 
system and achieve precise output (Donjaroennon et al., 2021) of the photovoltaic (PV) 
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module, it is imperative to design the Pole and Zero of the system in a manner that 
maximises the fit of the graph. Various models were found with the aim of determining the 
most optimum solution. The transfer function was employed in these structures to establish 
the most effective model, whereby the order of the polynomial functions of the numerator 
Nui(s) and denominator Dej(s) was manipulated (Equation 3).

𝐺𝐺(𝑃𝑃) = 𝑁𝑁𝑁𝑁𝑖𝑖(𝑠𝑠)
𝐷𝐷𝑐𝑐𝑗𝑗 (𝑠𝑠)

          [3]

The identification procedure entails iteratively choosing model structures, identifying 
the optimal model inside the structure, and assessing the features of this model to determine 
their adequacy. The models that demonstrated the highest performance were chosen for 
validation based on the assessment measure employed. After successfully completing the 
model validation procedure, the model’s acceptability may be determined by comparing the 
output of the measurement with the model’s simulation output, which leads to the creation 
of the model’s outcome curve. The acquired models were utilised in Simulink to verify their 
performance under varying levels of irradiance, including high, moderate, and low levels. 

RESULTS AND DISCUSSION

Figure 5(a) depicts the graph for Vpv_exp that was influenced by Tcell, compared to the 
calculated data, Vpv_calculated, before installing the air-cooling PV system. The highest Tcell 
(point A) was 74.3oC. It is essential to ensure that the backside of the PV module is cooled 
to reduce the Tcell. An initial rise in irradiance led to an increase in the Vpv_exp and Tcell. 
However, based on the experimental data depicted in the graph, the Vpv_exp started to lower 
due to the rising temperature and irradiance. The increase in Tcell resulted in a significant 
decrease in Vpv_exp compared to Vmp_calculated before implementing an air-cooling system. 
The lowest Vpv_calculated (point B) was 23.9 V, while the lowest Vpv_exp (point C) was 21.8 V. 
The measured value of Vpv_exp remains lower than the calculated value of Vpv_calculated. After 
3.00 p.m. both Vpv_exp and Vpv_calculated exhibit an upward trend, whereas Tcell experiences 
a decline. This is caused by a decrease in irradiance at this particular time. Consequently, 
the decline in Tcell no longer results in a rise in Vpv_exp and Vpv_calculated at this juncture 
as a result of the diminishing irradiance. Figure 5(b) depicts the graph after employing 
an air-cooling system. As the irradiance increased, an increase in Tcell led to a decrease 
in both Vpv_exp and Vpv_calculated , with Vpv_exp remaining higher than the calculated value. 
The lowest Vpv_exp (point B) was 26.2 V, while the lowest Vpv_calculated (point C) was 22.2 
V. Figure 5 satisfies Equation 1, which states that the voltage will decrease when the Tcell 
exceeds the standard test condition (STC) temperature, 25oC. This happened because of the 
thermal effect on the PV module due to the negative value of the temperature coefficient 
for voltage and power, γ.
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The input and output signals for the PV module model are shown in Figure 6. The 
input is the value of Tcell, and the output is the output voltage of the PV module. For the 
air-cooling PV system model, the input and output signals are shown in Figure 7. The 
input is the output voltage of the PV module without the air-cooling system, Vpvexp_uncool, 
while the output signal is the output voltage of the PV module with the air-cooling system, 
Vpvexp_cool. The model was constructed using the PV module’s output voltage at maximum 
power point, corresponding to the current irradiance. The data was separated into two 
sections for model estimation. The initial section of data is used to determine the system’s 
model, while the other part is used to validate the model. SI toolbox in MATLAB was 
utilised to perform all estimation processes. 

Figure 5. Experimental and calculated values (a) before and (b) after employing an air-cooling PV system 
based on the corresponding Tcell for the respective testing day

(a)

(b)
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Validation

As a general rule, models can be accepted when the percentage of fit is at least 90%. 
Figures 8 and 9 depict the output model curve from which the TF model polynomials may 
be derived. The output models’ curves reveal that the percentage of fit is 90% for the PV 
module model and 94.3% for the air-cooling PV system model. Figure 8 demonstrates 

Figure 7. Input and output signals in system identification toolbox Matlab for air-cooling PV system model 
development

Figure 6. Input and output signals in system identification toolbox MATLAB for PV module model development



1129Pertanika J. Sci. & Technol. 33 (3): 1119 - 1136 (2025)

Air-cooling Photovoltaic System Modelling Using System Identification

Figure 9. Estimated air-cooling PV system model in German Malaysian Institute

Figure 8. Estimated PV module model in German Malaysian Institute  

the output voltage for the PV module before implementing an air-cooling system, while 
Figure 9 demonstrates the output voltage for the PV module after implementing an air-
cooling system.

The Simulink model of the air-cooling PV system is designed to represent parameter 
changes over time-based on solar irradiation. The model was developed as a transfer 
function, which is performed in the continuous-time domain, as stated in Equation 4.

𝐺𝐺(𝑃𝑃) = 728.1𝑠𝑠2+0.121𝑠𝑠+0.0003856
𝑠𝑠3+ 563.7𝑠𝑠2+0.09345𝑠𝑠+0.0002981

        [4)
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The transfer function model G(s) contains three poles and two zeros. It accurately 
represents the data from the German Malaysian Institute’s system, with a fit of up to 94.3%. 
The transfer function associated with the third-order differential equation yields a linear 
model. Additionally, the controllability and observability of the developed mathematical 
models were evaluated. The Bode plot in Figure 10 displays the frequency response of 
the model. The pole and zero were plotted for each model and observed to narrow down 
the model. An optimal model will exhibit stability when all its poles and zeros are located 
within the unit circle. A model is considered the best when all its poles and zeros are located 
within the unit circle, indicating stability.

Figure 11 illustrates that each zero and pole is inside the unit circle. This is referred to 
as a minimal phase model. This model specifically focuses on the principles of causality 
and stability. It is intended to be utilised for in-depth research and to establish a relationship 
between both input and output variables. The model used to estimate the output of a PV 
module with an air-cooling system is noteworthy for its linearity and description by a transfer 
function. Additionally, it relates to a third-order differential equation. The model guaranteed 
stability, allowing for further examination of its controllability and observability aspects.

These mathematical models were used to achieve the highest output of the PV module 
when receiving solar irradiance by decreasing the influence of Tcell. A model estimate of 
solar irradiance and voltage was performed using a generic SI approach, including data 
analysis, model structure selection, parameter estimation, and model validation (Ljung, 
2012). Data evaluation is done to acquire decent data. The model structure is selected to 
ascertain the desired model for generation. It may take linear, non-linear, or intelligent model 
form. Validation serves the objective of comparing the predicted output of the model with 

Figure 10. Frequency response for the air-cooling PV system development
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can generate graphical representations such as output response, impulse response, and 
Bode diagrams based on the transfer function. In Simulink implementation, the models 
obtained were used to observe the output performance of the PV module before and after 
implementing the proposed air-cooling system using different levels of solar irradiance 
data. This step is very important to ensure that the developed models are compatible 
with multiple levels of solar irradiance. Figure 12 shows the simulation block diagram in 
Simulink used for air-cooling PV system observation.

The simulated data for multiple levels of PSH obtained from the model was then 
compared to measured data. Table 1 shows the percentage achieved for the validation 
models. From Table 1, the percentage of validation for high, moderate and low are above 
90%. This means that the developed models are capable of anticipating a voltage output 
almost as accurately as the value when the experiment was carried out. The model’s failure 
rate in predicting inequality is less than 10%. The results shown in Table 1 demonstrate 
the generated models’ effectiveness in handling different PSH levels.  

Figure 11. Pole zero plot for the air-cooling PV 
system model

Figure 12. Simulation block diagram for air-cooling PV system

Poles (x) and zerpos (o)

the observed outcome of the experiments. 
It might be deemed acceptable if the model 
validation satisfies the required percentage 
of fit and other criteria (Ljung, 2012). In 
contrast to traditional approaches, this 
identification technique exhibits enhanced 
speed and accuracy. The highest percentage 
of fit was utilised to determine its selection 
and ascertain the transfer function that 
most accurately reflects the accuracy of the 
estimation output model with respect to the 
input data. It is necessary to compare the 
accuracy of the selected transfer function 
computation with the input data provided 
by MATLAB. Furthermore, MATLAB 
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Strong evidence that the air-cooling 
PV system successfully boosted the output 
performance of the PV module was found 
when the output voltage after implementing 
the air-cooling PV system, Vpvexp_cool, was 
higher than before implementing the cooling 
system, Vpvexp_uncool. Using different levels of 
solar irradiance to represent multiple levels 
of PSH as an input to the model-based 

Table 1 
Percentage of validation simulated model to measured 
data under high, moderate and low levels of solar 
irradiance

Model High 
PSH

Moderate 
PSH

Low 
PSH

PV module 90.1% 92.4% 90.8%
air-cooling PV 
system

91.7% 93.2% 91.5%

control developed, Figure 10 shows the output voltage, Vpvexp, before and after applying 
the air-cooling PV system for high, moderate and low PSH. The results from Figure 13 
indicate a 10.8% gain in mean output voltage after implementing the proposed air-cooling 
PV system for high PSH, 17.5% for moderate PSH and 15.3% for low PSH. 

Since the PV module has the largest Tcell, it has the lowest percentage increase in 
output voltage under high solar irradiance. While it is probable that the fan in the cooling 
system has reached its maximum rotational speed, further time is required to decrease Tcell 
because, at the same time, the higher solar irradiance can keep Tcell high. Hence, while 
the PV module experiences a significant amount of solar irradiance at any one moment, 
the prolonged time of solar irradiance receipt also contributes to the time to decrease the 
Tcell. In moderate solar irradiance, the Tcell exhibits a lower magnitude compared to high 
solar irradiance. PV modules that receive moderate solar irradiance have a shorter time of 
high solar irradiance acceptance, resulting in a quicker temperature reduction compared to 
modules that receive high solar irradiance. This phenomenon results in a greater magnitude 
of voltage production compared to both high and low solar irradiance levels. While the 
Tcell experiences a decrease when exposed to low solar irradiance, the percentage output 
voltage rise is rather small compared to the moderate solar irradiance it receives. Despite 
the low temperature, it is important to acknowledge that a decrease in solar irradiation will 
result in a corresponding decrease in output voltage. The receipt of ample sun irradiance 
values in cold temperatures is highly advantageous for PV modules. This demonstrates 
the indispensability and significance of cooling in the restoration of the PV performance 
module, and the suggested air-cooling system is capable of effectively managing this task. 
The simulation results above demonstrate that the generated models effectively adjust to 
various amounts of solar irradiation, indicating their potential for further research.

CONCLUSION

Before and after installing an air-cooling PV system, solar irradiance, Tcell and voltage 
output were measured to determine the actual PV output, Vpvexp. Before installation of the 
proposed air-cooling PV system, the higher Tcell will cause the voltage and power output 
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Figure 13. The output voltage of the PV module before and after applying an air-cooling system using the 
SI model for (a) high-level irradiance, (b) moderate-level irradiance, and (c) low-level irradiance

(a)

(b)

(c)
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of the PV system to decrease. The air-cooling PV system used to cool down the Tcell 
subsequently enhanced the output performance of the PV module. This paper develops and 
stimulates a data-driven mathematical model for PV modules and air-cooling PV systems. 
The experiment was conducted continuously for a duration of 12 hours, which is the longest 
period of uninterrupted data collection compared to prior studies. The data was taken at 
3-second intervals, resulting in a total of twelve thousand data points, which is the highest 
number compared to the prior study. The use of extensive data in the development of a 
more precise model for air-cooling photovoltaic systems is a unique aspect of this work. A 
mathematical model has been constructed to optimise the performance of a PV module and 
air-cooling PV system under varying levels of solar irradiance. The lack of development 
in the prior air-cooling PV system model necessitated the development of this new model, 
which is a significant innovation in this study. The developed models could be utilised 
in future research endeavours aimed at enhancing the efficiency of the PV module and 
the proposed air-cooling PV system. The analysis shows that the TF model provides the 
greatest fit. The percentage of fitness for the PV module model is 90%, while it is 94.3% 
for the air-cooling PV system model. The simulation findings indicate minimal disparities 
in the average output voltage between the model system and the actual data across all levels 
of solar irradiation, with each discrepancy being less than 10%. The PV module model 
demonstrated validation values of 90.1%, 92.4% and 90.8% for high, moderate, and low 
PSH, respectively. The validation results for the air-cooling PV system model were 91.7%, 
93.2%, and 91.5%. The output mean voltage exhibits a progressive increase, reaching 
10.8% higher under conditions of high PSH, 17.5% higher under conditions of moderate 
PSH, and 15.3% higher under conditions of low PSH. Upon careful analysis of the data 
received from the validation of the models, as well as the findings from the simulation, it 
can be concluded that the produced model-based control has been effectively developed and 
may be utilised in future research, particularly in the field of controller design, to ensure 
optimal performance of the proposed cooling system.
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ABSTRACT

The most threatening disease to the oil palm is Basal Stem Rot (BSR) disease caused by Ganoderma 
boninense. Besides matured oil palm trees, palm seedlings are susceptible to BSR disease. Therefore, 
it is crucial to detect the symptoms of the disease at an early stage so that the infected plants can be 
treated immediately. This study focuses on growth monitoring to differentiate between the infected 
(INF) seedlings and non-infected (NONF) seedlings by using ground-based LiDAR. This study used 
one hundred INF seedlings and 20 NONF seedlings, where the NONF seedlings acted as a control. The 
parameters measured using LiDAR were the height, stem diameter, and point density of the seedlings, 
which were measured four times every two-week intervals. The results showed significant differences 
in mean height and mean stem diameter between INF and NONF seedlings. Results from the LiDAR 
measurements were consistent with the manual measurements, with more than 86% correlations. In 
temporal measurements, the mean stem diameter for NONF seedlings consistently increased over the 
six weeks, while for INF seedlings, it was inconsistent throughout the time. Furthermore, in the last 
three measurements, the mean point density of NONF seedlings was higher than that of INF seedlings, 
which indicated better growth of non-infected seedlings than infected seedlings.

Keywords: Ganoderma boninense, height, infected oil 
palms, point clouds, stem diameter

INTRODUCTION 

Elaeis guineensis, or oil palm, is widely 
planted throughout Southeast Asia, where 
Malaysia is the world’s second-largest 
producer of palm oil. The planted area 
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reached 5.67 million hectares in 2022, with most of the area in Sabah and Sarawak 
encompassing 3.13 hectares (Parveez et al., 2022). Over the last 30 years, the annual exports 
have been increasing steadily, thus making palm oil and palm-based products among the 
top 10 exports in the country. Oil palm is the most beneficial vegetable oil plant, which can 
be harvested for more than 25 years (Yap et al., 2021). In other oil-producing crops such 
as soybean and rapeseed, the output-to-input energy is 3:1, whereas the oil palm output-
to-input energy ratio is higher, 9:1 (Farraji et al., 2021). 

The most threatening disease to the oil palm is the Basal Stem Rot (BSR) disease caused 
by Ganoderma boninense (G. boninense). The disease could cause a reduction of fresh fruit 
bunch (FFB) yield up to 4.3 tonnes per hectare (Husin et al., 2020a). An estimated RM2.2 
billion in economic losses are incurred annually by Malaysia due to the fact that diseased 
trees are present in approximately 60% of plantation areas (Bharudin et al., 2022). Over 
the last 30 years, the annual exports have been increasing steadily, thus making palm oil 
and palm-based products among the top 10 exports in the country. The disease can affect 
mature trees and oil palm seedlings, with the latter group experiencing earlier and more 
severe symptoms (Azmi et al., 2020). The symptoms of a G. boninense infection resemble 
those of water stress and nutrient deprivation because G. boninense e generates enzymes 
that have the potential to break down cellulose, lignin layers, woody tissues, and xylem, 
significantly disrupting the flow of nutrients and water to the upper portion of the palm. 
There are no notable symptoms that the unaided eye may observe, so it is challenging to 
identify BSR signs in its early phases (Khairunniza-Bejo et al., 2021). 

When oil palm seedlings are infected with G. boninense, the first noticeable symptom is 
the appearance of fruiting bodies at the bole part. The fronds then exhibit mottling or partial 
leaf yellowing, and when more than 50% of the stem base has been internally destroyed, 
necrosis occurs. However, the fruiting body may or may not appear prior to the development 
of foliar symptoms, making visual identification difficult and commonly overlooked. In severe 
situations, the incapacity to complete photosynthesis may result in reduced development, 
particularly in girth, height and frond count (Zevgolis et al., 2022). However, because a 
fungal mass can emerge before or after leaf withering, it can be difficult to see with the 
unaided eye and frequently goes unnoticed. Infection with G. boninense can also be found 
in the longitudinal sectioning and roots of the infected bole, even in the absence of visible 
symptoms (Azmi et al., 2021). A dark discolouration and white mycelium poking through 
the root epidermis are typically seen in the longitudinal section, which indicates an upward 
infection progression within the seedling. However, because it is a labour-intensive 
procedure that can destroy trees, bole and root detection is not practicable in large-scale 
plantations. In typical nursery practice, a human-performed manual census is utilised to 
track the course of the disease in relation to different treatments. A human examination 
mostly depends on the disease’s outward manifestations. This approach is prone to inaccuracy 
because of little experience, arbitrary assessments, and situations with no symptoms.
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Some researchers have used laboratory methods for Ganoderma BSR disease detection. 
Madihah et al. (2014) developed immunoassay-based detection methods for G.boninense 
detection using Enzyme-linked immunosorbent assay (ELISA), which uses both monoclonal 
and polyclonal antibodies. Meanwhile, Akul et al. (2018) used Loop-mediated isothermal 
amplification (LAMP), which consists of two outer and two inner primer sets of the target 
DNA, to specifically identify the manganese superoxide gene (MnSOD) of G. boninense for 
the BSR disease detection in oil palm. Madihah et al. (2018) also used the LAMP method, 
where only the bug1A primer combination, out of eight sets of LAMP primers, which 
could differentiate between other actinomycetes/basidiomycetes fungus and Ganoderma 
non-pathogenic strains and pathogenic strains (G. boninense). In addition, Hilmi et al. 
(2022) used the Polymerase chain reaction (PCR) method created using a primer based 
on the ribosomal DNA internal transcribed spacer (ITS) region to identify a pathogenic 
Ganoderma species. The laboratory-based methods are reliable for early detection of the 
disease, but the cost is high, the procedure is complex and time-consuming, and some are 
unsuitable for outdoor conditions (Azuan et al., 2019). 

Remote sensing technology is a method that is reliable, fast, and suitable for outdoor 
activity. Laser scanning or LiDAR (Light Detection and Ranging) is one of the popular 
remote sensing techniques. A laser scanner uses high-speed laser technology to acquire 
millions of laser points to generate a three-dimensional (3D) set of data in space known 
as point clouds in a significantly short time. 3D laser scanners have the potential to 
distinguish information about plant biomass or plant architecture. Single plant organs 
can be determined automatically, and the volume of information can be determined, 
which has been shown to have a high correlation to the actual measurement (Buja et al., 
2021). The benefits of LiDAR-based systems over passive ones - which are limited by 
variations in light, atmospheric conditions, viewing angle, and canopy structure - include 
enhanced data-gathering flexibility, a high degree of automation, and the ability to deliver 
data at a rapid pace. The application of machine learning techniques for spatially and 
temporally distributed big data, along with a multi-sensor systems approach that focuses on 
conventional optimal estimation, can lead to increased accuracy in plant disease detection 
(Husin et al., 2022). One such technique is the fusion of LiDAR with existing electro-
optical sensors. These electro-optical sensors provide novel ways to predict and respond 
to plant disease when used on a range of platforms, including satellites, ground-based 
robotic vehicles, handheld devices, and aerial vehicles. LiDAR technology can be used in 
oil palm fields due to the benefits of obtaining detailed three-dimensional (3D) data without 
physical contact with the scanned object.

Crop health monitoring is increasingly using remote sensors, which provide plant 
disease detection and quantification at many evaluation levels in a non-destructive, 
spatialised manner. The advancement of sensor technology has helped the development of 
new precision agricultural techniques. Emerging methodologies for acquiring phenotypic 
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features through LIDAR shape profiling have been established, with the major metrics 
being the height and leaf area density (Fahey et al., 2020). Similarly, as part of a high-
throughput characterisation platform, LIDAR shape profiling is used to assess the canopy 
and above-ground biomass. The information could be used to analyse physiological 
growth and detect different substances in plants for ecological applications such as disease 
detection. The analysis of the use of LiDAR in phenotyping is still in its infancy, but the 
depth and variety of information provided by LIDAR in a short amount of time at a low 
cost, particularly in relation to plant structure, is advantageous. Metric measurements of 
trees were obtained using the laser scanning method, where various tree characteristics 
were extracted, i.e., diameters at breast height and tree height (Cabo et al., 2018; Liu et al., 
2018), crown diameter, crown area, height and tree volume (Wagers et al., 2021), crown 
base height, crown diameter and crown volume (Hillman et al., 2021) and diameter, stem 
curve and height measurements, crown width (Pitkänen et al., 2021) with high correlations 
and accuracies. Therefore, the applications of laser scanners for metric measurements were 
proven for accurate metric measurements aimed at growth monitoring and could be used 
for disease detection. For example, a Terrestrial Laser Scanner (TLS) was used by several 
researchers (Azuan et al., 2019; Husin et al., 2020a) to study the physical characteristics 
of mature oil palm trees on a plantation. Several parameters such as crown size, oil palm 
frond’s number, the gap between the oil palm fronds (measured in degree), number of 
unopened new fronds (also known as spears), perimeter and area of the trunk were used 
to detect and determine the level of BSR disease infection (Husin et al., 2020b; Husin et 
al., 2020c). These parameters were measured in different levels of infections, thus using 
statistical analysis, detection models, and machine learning integration. Early detection of 
BSR disease was done, and infected and non-infected oil palm trees were discriminated 
successfully.

Temporal data on palm seedling oil is important for monitoring the conditions of 
the seedlings and for offering disease-related data that can help clarify the course and 
dissemination of the disease (Husin et al., 2022). Meanwhile, the compilation and analysis 
of temporal data can be used to diagnose the disease early in advance of a potential 
diagnostic outbreak (Santoso et al., 2011; Azahar et al., 2011). Therefore, the objectives 
of this study were to measure the changes in oil palm seedlings due to infection of BSR 
disease using temporal data and to differentiate between healthy and BSR-infected oil palm 
seedlings using point cloud images taken by ground-based LiDAR sensors, also known as 
Terrestrial Laser Sanner (TLS). It is hypothesised that enzymes produced by G. boninense 
fungus have impaired the xylem and phloem tissues, which are essential for storing and 
moving water and carbohydrates in plants. Infected seedlings may endure significantly 
low carbohydrate intakes and severe water deficiencies that restrict the plant’s ability to 
perform regular photosynthesis. These would inhibit tree growth and affect the physiological 
conditions of the seedlings, such as the diameter of the stem, the plant’s height, and total 
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point density, which can be measured. The study could be used to differentiate between 
infected and uninfected oil palm seedlings towards an early detection approach and 
management control of the disease (Husin et al., 2021). 

MATERIALS AND METHODS

Study Area

The study was conducted in an oil palm greenhouse nursery located at Sime Darby 
Plantation Banting, Selangor, Malaysia (2°48’08.6” N, 101°27’33.0” E). The greenhouse 
was utilised to cultivate all seedlings, maintaining regulated humidity and temperature 
levels, where the area was 16 m length × 6 m width × 2 m height. The roof and the wall 
were made from transparent UV plastic, and black netting was used to cover them. UV 
plastic was used to prevent the seedlings from getting excess water from the rain and 
harmful UV light, while black netting was used to reduce heat from the sun. There was a 
control system that could automatically adjust the amount of water and fertilisers applied 
to all the seedlings; therefore, all the seedlings could be monitored. The temperature of the 
greenhouse was averaged at 27°C, and the humidity was about 90%. The seedlings used 
for this study were Tenera hybrids, and the seedlings were eight months old. One hundred 
BSR-infected seedlings (INF) were inoculated with G. boninense inoculum (Naidu et al., 
2018) by attaching a colonised G. boninense rubberwood block to the roots of the seedlings 
for five months, and only 20 healthy seedlings (NONF) were used as a control. 

The arrangement of seedlings in the greenhouse was as follows: five lines of infected 
seedlings and one line for non-infected seedlings, each consisting of 20 seedlings at a 
distance of 0.5 m apart from each other. Six water tanks were placed in the middle of 
the greenhouse to supply water through a drip irrigation system, where the seedlings 
received approximately 1.0 L/polybag/day. They were fertilised with 50 g nitrogen 
(N), phosphorus (P) and potassium (K) solid fertiliser according to plantation practice. 
Biosafety guidelines were followed by implementing the Integrated Ganoderma 
Management (IGM) system by all the personnel and researchers working in the nursery 
facilities. The infected and non-infected plants were placed without barriers according to 
plantation practices. The infection process that occurs after root contact with an infection 
source has been proven by years of extensive investigation, both in the lab and the field 
(Rees et al., 2009). In the early stages of the disease, spores were not involved, while both 
the infection process and bracket formation on young, infected palms did not contribute 
to the same (Sanderson, 2005).

For data gathering, the scanner was positioned atop a surveying tripod at a height of 
approximately one metre. The area was scanned from eight scan points to capture the 3D 
image of the seedlings (Figure 1). Six high-reflective sphere references were arranged at 
a specific point that could be detected from all scan points. The function of the sphere 
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was to transform the multiple different views of images into the same coordinate frame. 
Despite the position of the scan, the geometry of the spheres was noticeable, and it was 
easily used to merge the scan files in case it could not detect the scan locations (Bornaz & 
Rinaudo, 2004). The data acquisitions were taken every two weeks.

Point Cloud Processing Using SCENE Software

The laser scans were recorded on a removable SD memory card that was subsequently 
transferred for further analysis using SCENE software (version 6.2, FARO Technologies, 
Inc.). SCENE is FARO’s processing software for point clouds, where the main steps 
involved in post-processing are filtering, registration, and extraction of the area of interest 
(AOI). The “registration” step was completed to match the multiple scan positions and 
synchronise the laser point data to create a cluster of point clouds. Before filtering, the 
scan points usually contain noise caused by reflections on water in the polybags and the 
presence of small particles in the air. Thus, the desired scan points could be corrected, 
and noise could be removed from the scans by using a filter. The scan point clouds were 
created first, and then a “clipping box” was used to isolate the AOI from the environment. 
This enabled “slicing” the point cloud and “clipping” (separate) specific areas as needed 
to display or hide certain points of the 3D point cloud. 

Stem Diameter and Height Measurements 

The stem diameter was measured in the SCENE software, where parts of the seedlings 
were zoomed, and a “measure points” tool was used to obtain the cross-section image of 
the stem seedlings. The stem diameter was measured at the middle section of the stem, 

Figure 1. Setup of data acquisition
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which was about 2 cm from the base or soil level. Meanwhile, the height of the seedlings 
was measured from the tip of the plant to the base or soil level and was obtained using 
CloudCompare software (Cloud Compare [GPL software] v2.9 Omnia). The steps were 
to save the .pts file from the SCENE point cloud data, import it into the CloudCompare 
software, and save the file as a .bin file. The format .bin was used because it was smaller 
and more compatible with the CloudCompare software. Next, the image was converted 
into a scalar field image in Z coordinates. After that, outliers and unwanted objects, i.e., 
water tanks and poles, were removed through the segmentation process using a “segment” 
tool and a “cross-section” tool. The top polybags, which were about 40 cm in height, were 
set as a reference for the ground level to measure the height of the oil palm seedlings. 
The height was considered from the top of the soil, where all the seedlings had almost 
the same planting depth. The oil palm seedlings’ point cloud images that were processed 
in the CloudCompare software are displayed in Figure 2.

Figure 2. Steps of point cloud processing: (a) Conversion to scalar image; (b) Removal of unwanted objects; 
(c) Polybags separation; and (d) Metric measurements

 

(a) (b)

(c) (d)
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Measurements of Point Density

The plant density, which consists of point cloud data, was calculated using the volume 
density features in the CloudCompare software (Girardeau-Montaut, 2016). LiDAR sensor 
measured the reflected pulses; therefore, a scanned object with a larger area and volume 
would reflect higher pulses. A similar approach was used, where a segmentation process was 
undertaken to remove all the outliers and unnecessary captured objects such as polybags, 
poles, pipelines and water tanks. After that, the geometric features tool was selected, and 
then the volume density was ticked to obtain the point density of the NONF and INF oil 
palm seedlings. The tool’s main function was to estimate the volume density captured by 
TLS by counting each point in the point cloud.

Manual Measurement of the Seedlings

The physical properties of the seedlings were manually measured to compare and validate 
the results from TLS scans. A flexible steel measuring tape was used to measure the 
maximum height, which was determined from the soil surface in the polybag to the tip of 
the seedlings. Then, the stem diameter of the seedlings was measured by using a stainless 
steel vernier calliper. Similar to the point clouds measurement, the stem diameter was 
measured at a height of 2 cm from the base or soil level (Figure 3). Both measurements, 
height and stem diameter, were repeated three times and averaged. In total, four temporal 
measurements were taken, and the interval between the measurements was two weeks. 

Statistical Analysis

A t-test was used to check and observe the significant difference in mean height and mean 
stem diameter between the eight-month INF and NONF oil palm seedlings. In addition, a 

Figure 3. Measurements of oil palm seedlings: (a) manual; and (b) LiDAR point cloud measurements

(a) (b)
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Tukey HSD test was conducted to determine significant differences in the temporal changes 
between the measurements. Each statistical analysis was run using the JMP statistical 
software package (SAS Institute, Cary, USA). The α value was set to 0.05 confidence 
level. Furthermore, a correlation analysis was performed using Microsoft Excel (Microsoft, 
Redmond, WA) to observe the association between the manual measurement and TLS 
measurement. The closer the R2 value to 1.0, the higher the correlation of the measurements. 
Figure 4 shows the steps of the method used in this study.

Figure 4. Flowchart of the method

Manual data measurement and 
collection

Start

TLS data measurement and collection 
(scanning)

Height of seedlings and diameter of 
stem tabulation

Point cloud processing and crop surface 
model (CSM)

Metric measurements-height, diameter and 
point density

Statistical analysis

Results comparison

End

RESULTS AND DISCUSSION

Analysis of Height and Stem Diameter

Figure 5 shows that the mean height of NONF and INF seedlings showed a continuous 
increment from the first measurement to the fourth measurement with R2 values, 0.97 for the 
NONF seedlings and 0.98 for the INF seedlings. The mean height of the NONF seedlings 
increased with an average difference of 0.154 m ± 0.05 cm, while the mean height of the INF 
seedlings increased with an average difference of 0.139 m ± 0.05 cm over the six weeks of 
TLS measurements in the nursery. Tukey HSD test showed significant differences between 
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all measurement times except the first and second measurements of the NONF seedlings 
(Table 1). The NONF seedlings had the highest and the lowest difference, which was from 
the second to the third measurement (0.22 m ± 0.05 cm) and from the first to the second 
measurement (0.073 m ± 0.05 cm), respectively. In all measurements, the mean height of 
NONF seedlings was significantly higher compared to INF seedlings at a 0.05 confidence 
level with all p-values less than 0.0001. The results show that the growth of NONF seedlings 
was better than the INF seedlings. NONF seedlings have a well-developed root system 
that can efficiently absorb water and nutrients from the soil. These nutrients are essential 

Table 1
Tukey HSD test of temporal measurements for mean height and mean stem diameter

Type of 
Seedlings

Comparison of 
Measurements

Mean height Mean stem diameter
Difference

(m ± 0.05cm) p-value Difference
(mm ± 0.01 mm) p-value

NONF First and second 0.073 0.6126 2.487 0.2914
Second and third 0.220 0.0026* 2.487 0.0835
Third and fourth 0.168 0.0334* 4.092 0.5893

INF First and second 0.152 0.0011* 0.018 1.000
Second and third 0.184 <0.0001* 5.314 <0.0001*
Third and fourth 0.081 0.0303* 6.887 <0.0001*

Note. * significant at 5% level

Figure 5. Mean height (± standard deviation) of the NONF and INF seedlings
Note. * significant at 5% level
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for growth, photosynthesis, and plant vigour. Meanwhile, 
the fungus G.boninense causes root rot (Figure 6), 
severely impairing the seedling’s ability to absorb water 
and nutrients. This leads to nutrient deficiencies, which 
stunts growth and weakens the seedlings (Surendran et al., 
2017). This means that BSR disease significantly affects 
the growth of oil palm seedlings. The results from Table 
1 show that the height parameter is a better indicator for 
the temporal measurements, where all seedlings showed 
significant differences between the measurements except 
for the first and second measurements in NONF seedlings. 

The mean stem diameter of NONF seedlings in Figure 
7 showed an increasing trend from the first measurement 
to the fourth measurement with R2 values of 0.69. The 
growth of the mean stem diameter of the NONF seedlings 
continuously increased with an average difference of 
2.375 m ± 0.01 mm. In contrast, the INF seedlings 

Figure 6. Root and stem bole damage 
to oil palm seedlings due to BSR 

showed a relatively slower growth rate with a mean diameter difference of 4.073 m ± 
0.01mm over the six weeks of TLS measurements in the nursery. Even though the increase 
in stem diameter from the first to the second measurement and from the second to the 
third measurement were not significant, the trend showed an increase in healthy growth 
seedlings (Table 1). There was a slight decrease in the mean stem diameter from the third 
to the fourth measurement (1.517 ± 0.01 mm). The reduction in the mean diameter of the 
NONF seedlings between the third measurement and the fourth measurement might be due 
to the growth phase transition, where the seedlings might have transitioned from a rapid 
growth phase to a maintenance or stress response phase, where energy and resources were 
redirected to support other parts of the plant or to cope with environmental challenges, 
leading to temporary reductions in stem diameter (Huijser & Schmid, 2011). Meanwhile, 
the mean stem diameter of the INF seedlings was inconsistent with an R2 value of 0.0005. 
It decreased from the first measurement to the second measurement (0.018 ± 0.01 mm), 
then increased at the third measurement (5.314 ± 0.01 mm) before drastically decreasing 
for the fourth measurement (6.887 ± 0.01 mm). The inconsistency of stem diameter might 
be due to the plant stress responses, where the response of the seedlings to G.boninense 
infection can fluctuate, with periods of higher stress leading to reduced growth and periods 
of recovery or compensatory growth (Shoresh et al., 2010). This could cause the stem 
diameter to increase at one point (as seen in the third measurement) and then decrease 
again as the infection progresses or as the seedlings exhaust their resources. In addition, 
the activation of defence mechanisms such as lignification (thickening of cell walls) or the 
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production of antifungal compounds by INF seedlings might temporarily affect growth 
rates, leading to inconsistent stem diameters (Faizah et al., 2022). The mean stem diameter 
of NONF seedlings was significantly larger than INF seedlings in all measurements at 0.05 
confidence level with a p-value for the first measurement of 0.002, the second and fourth 
measurements were less than 0.0001, and the third measurement was 0.0031.

Analysis of Point Density 

Figure 8 shows the average point density of the NONF and INF oil palm seedlings. The 
point density can be considered as the volume or surface area representation of the seedlings 
(Hosoi & Omasa, 2009). The first measurement of the point cloud was excluded due to an 
error in the NONF seedlings. The NONF seedlings presented higher point density from 
the second measurement to the fourth measurement compared to INF seedlings. It shows 
that NONF seedlings had normal and healthier growth compared to the stunted growth of 
INF seedlings. The point density for the NONF seedlings decreases from the second to 
the fourth measurement, with an average difference of point density of about 51 million 
points. Meanwhile, the point density of the INF seedlings increases from the second to 
third measurement and then decreases from the third to fourth measurement. The average 
difference in point density from the second to fourth measurement was about 23 million 
points. Growing plants often develop more complex surface structures with varied textures 
and angles. This increased roughness can scatter the LiDAR pulses more diffusely, reducing 
the number of pulses that return directly to the sensor and decreasing the point density 

Figure 7. Mean diameter (± standard deviation) of the NONF and INF seedlings
Note. * significant at 5% level
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(Rosette et al., 2012). Meanwhile, as the plant grows and the leaf orientation becomes more 
varied, some leaves may become angled in such a way that they reflect less laser energy 
back to the sensor, reducing point density (Gregorio & Llorens, 2021).

The differences in results between the NONF and INF seedlings were not likely because 
of fertiliser due to the same amount of fertiliser used for both types of seedlings. Two 
examples of infection modes are roots that came into contact with nearby infected palms 
and airborne basidiospores. The basidiospores of G.boninnense initiate root damage by 
germinating on the part of oil palm seedlings and invading root tissues with hyphae and 
secreting enzymes that degrade the root structure (Bharudin et al., 2022). It was noted that 
contaminated soil tissues rather than airborne spores were the cause of the disease spreading 
to healthy roots so widely (Sanderson, 2005). The NONF seedlings maintained optimal 
chlorophyll content, which allowed for efficient photosynthesis, which was needed for 
growth and development. However, the INF seedlings showed chlorosis, which diminishes 
the plant’s ability to perform photosynthesis and leads to less energy for growth. It was 
also stated that the effects of the BSR disease infection could be seen on the seedlings at 
four and seven months after planting, which affected the development and growth of the 
oil palm seedlings (Faizah et al., 2022). In addition, using eye and manual inspection, the 
colour and condition of the leaves in some INF seedlings turned from green to yellow and 
then necrotic and wilted. Also, fungal whitish fruiting bodies like the mushroom structure 
were seen around the base of the stem or in the soil near the roots.

Correlation Analysis

The correlation analysis for the TLS and manual methods showed a strong relationship 
in every measurement, with an average of R2 equal to 0.95 for the height (Figure 9) and 
an average of R2 equal to 0.93 for the stem diameter (Figure 10). The range value of R2 

Figure 8. Point density of NONF seedlings and INF seedlings
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from the first until the fourth readings of the height was between 0.9272 and 0.9646, 
while the stem diameter was between 0.8601 and 0.9810. The highest correlation was 
at the second measurement of stem diameter with R2  equal to 0.981, and the lowest 
correlation was at the third measurement of stem diameter with R2  equal to 0.8601. 
LiDAR technology is known for its high accuracy and precision in measuring dimensions. 
This accuracy translates into measurements that have a very high correlation with the 
manual method. Unlike manual measurements, which can vary depending on the person 
performing the measurement, LiDAR provides consistent results. The high correlation 
values showed that ground-based LiDAR, like TLS, was a reliable tool to measure the 
diameter and height of the seedlings. It was stated by Johnson and Liscio (2015) that the 
height determination of an object by using TLS was duplicable and accurate on a static 
object. Moreover, Maas et al. (2008) found that TLS was able to present good and accurate 
stem geometry data and was efficient for plants. Lumme et al. (2008) also mentioned 
that TLS was useful equipment for growth height estimation and could be used as a 
precision farming tool in agriculture. Instead of collecting data manually, TLS may be 
used for metric measurements since correlation analysis showed satisfactory outcomes. 
However, based on this study, more scan points are needed to obtain a clearer image of 

Figure 9. Correlation analysis of height: (a) First measurement; (b) Second measurement; (c) Third 
measurement; and (d) Fourth measurement
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the stem cross-section. Overall, the high correlations (R² values) suggest that LiDAR is a 
reliable method that can produce results closely matching those obtained through manual 
measurements. The factors mentioned contribute to the strong relationship observed 
between the two measurement methods.

The metric features developed utilising point cloud data for BSR disease detection were 
height, stem diameter, and point density. The parameters or metric features could be utilised 
to distinguish between oil palm seedlings that are not infected with BSR and seedlings that 
are BSR-infected. This was the first in-depth analysis of oil palm seedlings in the nursery 
employing TLS to distinguish the changes brought by BSR disease. For the early diagnosis, 
management, and control of the disease, this cutting-edge image processing method using 
the physical characteristics of the oil palm seedlings was crucial. With the aid of pre-and 
post-processing facilities, it was also practical for in-situ applications. To achieve precision 
agricultural objectives, TLS offers information at the plant level. A sensing system utilising 
innovative algorithms and on-site technology may be able to deliver more accurate data 
to create a current health database for oil palm seedlings in nurseries.

Further research into the features of the oil palm seedlings could be undertaken for 
semi-auto calculation. Three characteristics - height, stem diameter, and point density 

Figure 10. Correlation analysis of stem diameter: (a) First measurement; (b) Second measurement; (c) Third 
measurement; and (d) Fourth measurement
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- could serve as the basis of the application. In this study, LiDAR showed a significant 
potential for BSR detection in oil palm seedlings, with accuracies of around 90%. Future 
health monitoring with LiDAR holds great promise, especially when coupled with 
chlorophyll data. For the classification of BSR diseases, further research may be done to 
establish a standard range based on the height, diameter, and point density of NONF and 
INF seedlings. Further research towards a model for BSR detection that includes height, 
diameter, and point density is possible. It has the potential to build complex models that 
take into consideration the leaf orientation, laser returns, and percentage of occlusion in 
oil palm seedlings.

The high-density LiDAR data is a useful tool for foliar and metric measurements. 
Although much effort needs to be made before realising this, these and other preliminary 
data may imply it. A 3D view of the seedlings could be used, and the view can be rotated 
to check the overlapping fronds between the seedlings. Additionally, by physically 
weighing the seedlings, the point density of the oil palm seedlings may be compared with 
their biomass. The outcomes further demonstrated the accuracy and dependability of TLS 
measurements. Despite its promise, the biggest disadvantage of the suggested method was 
the procedure of extracting the data, as some parameters required to be calculated manually. 
In the future, a deep learning technique might be used to automate the feature extraction 
process. The plantation manager could examine the condition of the seedlings in real time 
and create an alert system utilising an online platform. More research should be done to 
analyse oil palm seedlings with various levels of infection severity. Future research should 
give greater thought to adapting the data for a general approach to detecting Ganoderma 
disease because there are many potential methods to improve the procedures for usefulness 
and operation in plantation nurseries. To distinguish between oil palm seedlings that are 
not infected by BSR and BSR-infected seedlings, this study gives fundamental findings 
about the usage of static LiDAR.   

The results of this work demonstrate the potential of TLS for precise 3D measurements 
of oil palm seedlings. It offers low-cost, high degree of information and is accurate, 
non-destructive, and high-precision measurements (Stovall et al., 2018). TLS allows for 
repeatable views and imaging from various angles and just comes at a one-time initial 
equipment cost. The benefits of the terrestrial laser scanner include its small size, portability, 
lightweight, and wide scanning range. For remote sensing, TLS sensors would be more 
economical and cost-effective. Both professionals and amateurs could easily manage it 
(Liang et al., 2016). This is the initial thorough investigation of the physical characteristics 
of oil palm seedlings utilising TLS for BSR disease. Additionally, it is a non-destructive 
measurement because it eliminates the need for human measurement, which might break 
and spoil the seedlings. Manual observation is time-consuming, individualised for each 
worker, and potentially exhausting. Continuous monitoring of each seedling is required 
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for naked-eye observation, which is time-consuming. Another concern is the lack of 
personnel in the plantation sector. The novel discovery of this study has the potential to 
close a knowledge gap in the field of laser scanning research and be an eye-opener for the 
community in this area.

TLS is regarded as an easy-to-use technology for information collection. Thus, since 
it is independent of the individual tasks of the workers, the process of scouting seedlings 
can be completed more quickly and effectively. Additionally, the use of a portable laser 
scanner may give greater flexibility and precision in terms of visuals and dimensions. 
Furthermore, LiDAR data may be crucial because it allows for the investigation and 
potential expansion of the model correlations between metric measurements and the level of 
BSR infection across a larger area. The progress and growth of laser scanning technology, 
which consistently enhances data quality, scanning speeds, and spatial coverage and offers 
a variety of platform types, bodes well for the proposed method in this study, even though 
it necessitates a processing procedure.

The initial setup costs for a ground-based laser scanner are around RM300,000, 
including the accessories, software and training for a single operator. Additional costs for 
calibration, software updates, and possible repairs are about RM 15,000. The advantages of 
ground-based LiDAR are less personnel needed; a single operator can handle the scanner 
with minimal assistance, saving labour costs and rapidly scanning large areas, reducing field 
time and field operation. The accuracy of the sensor is also extremely high, and the quality 
of the data is comprehensive, allowing for repeated analysis and additional measurements 
without returning to the field. Meanwhile, the manual vegetative measurements are around 
RM144,000 annually for four personnel. Manual measurements are arduous, and the 
fieldwork might take several hours to days, depending on the area size and the number 
of measurements. The data is usually recorded manually and entered in spreadsheets or 
databases, which can be time-consuming. The initial investment for a laser scanner is 
substantial, but the operational costs can be lower in the long run due to reduced labour 
and time efficiency and high-accuracy measurements.

Future research may examine the differences between BSR-infected oil palm seedlings 
and other symptoms of abiotic stresses such as drought. Fast and on-site diagnosis of 
plant diseases and long-term monitoring of plant health conditions are now possible, 
especially in situations with limited resources, thanks to portable imaging technologies 
(such as smartphones). By exchanging and transmitting data almost in real-time, the recent 
development of field-portable sensor equipment, such as smartphone devices or plant 
wearables, opens up promising new opportunities for the in-situ investigation of pathogens 
in the field (Li et al., 2020). Today’s smartphones come with LiDAR sensors, making it 
possible to create mobile applications for identifying and categorising BSR illnesses using 
deep-learning object identification models.
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CONCLUSION

In conclusion, the analysis demonstrates that the growth and development of oil palm 
seedlings are significantly impacted by Basal Stem Rot (BSR) disease, as evidenced by 
the differences in height, stem diameter, and point density between non-infected (NONF) 
and infected (INF) oil palm seedlings. The NONF seedlings consistently showed superior 
growth, indicating that healthy root systems are crucial for nutrient uptake and overall plant 
vigour. In contrast, the INF seedlings exhibited stunted growth due to the damaging effects 
of the G. boninense fungus, which impairs the roots’ ability to absorb nutrients and water, 
leading to nutrient deficiencies and weakened seedlings. The use of ground-based LiDAR, 
specifically the Terrestrial Laser Scanner (TLS) technology, proved to be a reliable and 
precise method for monitoring the physical characteristics of oil palm seedlings. The high 
correlation between TLS and manual measurements highlights the potential of TLS as a 
non-destructive, accurate, and efficient tool for early detection and management of BSR 
disease in oil palm nurseries. Future research should focus on enhancing the TLS-based 
model by incorporating additional parameters like chlorophyll data and exploring the use 
of deep learning techniques for automated feature extraction. The findings from this study 
pave the way for more advanced and cost-effective approaches to disease management 
in agriculture, highlighting the value of integrating modern sensing technologies with 
traditional plantation practices.
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ABSTRACT

Expansion in technology urges for better advancement, thus resulting in miniaturization of electronic 
products with rising concern for the reliability of electronic packaging material. Lead-free solder, 
being one of the most prominent alternatives in the electronic packaging industry, is constantly 
exposed to harsh conditions, which are especially exacerbated with smaller solder joints and a closer 
pitch. Hence, with the effort of attaining a more reliable solder alloy, research has been intensively 
executed to overcome the hurdle of maximizing the potential of SAC solders. The scope of the 
review thus focuses on identifying the aptitude of bismuth-doped SAC solders by analyzing their 
microstructure evolution in isothermal aging while understanding their thermal and mechanical 
stability in different fatigue tests. In the earlier days, Bismuth was found to realize a better melting 
point when interacting with the tin matrix due to its unique solid solution-strengthening mechanism. 
Bismuth-doped solders can also induce a more robust solder joint with smaller IMC particles and 
a thinner interfacial layer that enables significant improvement in fatigue resistance compared to 
traditional SAC alloys. Therefore, the review concludes that bismuth-doped SAC solder tends to 

outshine the conventional alternative as well 
as offering immense advancement in thermal 
and mechanical properties, portraying them 
as a potential alternative for the assembly of 
high-reliability electronic products, especially 
in industries with extreme conditions such as 
aviation, automotive, and military.

Keywords: Aging, bismuth, mechanical cycling, 
micro-alloying, reliability, SAC,  thermal cycling 
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INTRODUCTION 

Soldering is a process similar to welding, where two metals are joined together with the 
aid of a filler material. In the case of the soldering process, a solder such as tin-lead (Sn-
Pb) is utilized (Darwish et al., 2000). According to historical records, soldering has been 
one of the most commonly practiced metal and artifact fabrication techniques since even 
thousands of years ago, during the Chinese dynasties. In the early 2000s, Sn-Pb solders 
were widely used in either first- or second-level interconnects for printed circuit boards 
(PCBs) in the manufacturing of electronic products due to their superior reliability, 
performance, and quality in actual service. Despite being one of the most economically 
friendly approaches, it exhibits optimum physical and mechanical properties due to the 
presence of lead (Pb). However, the increased concern for environmental issues and global 
health has led to a restriction on lead usage in electronic products due to its adverse effects 
on both environmental and human health since July 1, 2006. The mandatory prohibition of 
lead then begins to be enforced globally, first by the legislation and restrictions imposed by 
the European Union (EU) under the Restriction of Hazardous Substances (RoHS) Directive 
(Kanlayasiri & Sukpimai, 2016). 

Hence, the shift in global trends and views on the soldering industry then fostered the 
development of lead-free solders as a replacement for Sn-Pb solders, which encouraged 
researchers to cultivate the potential of lead-free solders with ideal reliability and properties 
to be utilized in electronic applications in various industries. Lead-free solders can be 
classified into two categories depending on the number of elements involved in making up 
the composition of a solder system, typically with tin (Sn) as the primary matrix. In general, 
lead-free solders include either binary or ternary compounds depending on the number of 
alloying elements through mechanical alloying (Abtew & Selvaduray, 2000). Incorporating 
lead-free solders into high-reliability applications requires a thorough understanding and 
evaluation of a solder’s properties, ranging from the melting point, wetting ability, and 
mechanical properties, to ensure a product’s stability in real-world operation. Furthermore, 
the presence of Ag content in SAC solders tends to deteriorate a solder’s resistance to 
mechanical stress due to the formation of unique IMC compounds such as Ag3Sn. 

Although it was proven that the atom-pinning effect of Ag3Sn provides additional 
strength by inhibiting cracks, IMC compounds such as Ag3Sn and Cu6Sn5 composites are 
prone to agglomerating when exposed to heat, which embrittles a solder under elevated 
working conditions (Bhavan et al., 2024). Therefore, it is crucial to seek improvement in the 
said solder to further enhance its credibility and better integrate it with modern applications, 
especially in industries with extreme operating conditions, such as the automotive, aviation, 
and military sectors. In some literature, increasing Ag content within ternary SAC alloy 
was deemed to be beneficial, as proven by Coyle et al. (2015), who achieved a better 
thermal fatigue property with SAC405 solder in comparison to its other peers with lower 



1161Pertanika J. Sci. & Technol. 33 (3): 1159 - 1183 (2025)

Thermal and Mechanical Stability of Bismuth Doped SAC Lead-free Solder

Ag composition. Despite the possibility of coalescing and coarsening the Ag3Sn atom in 
a solder space when exposed to heat, higher Ag content, in turn, incurs a greater cost on 
manufacturing and production. 

Although one may say that the obstacle can be easily overcome by utilizing a ternary 
SAC solder with lower Ag content, reducing the Ag content compromises the solder’s 
thermal fatigue resistance, which deviates from the initial motive. Therefore, to attain 
a better consequence without compromising either the thermal-mechanical or the drop 
impact strength of a SAC solder, some of the literature has been actively researching the 
possibility of introducing a fourth element into the solder matrix, such as indium (In) (Ren 
et al., 2023), gallium (Ga) (Zhang et al., 2023), bismuth (Bi) (Tarman et al., 2024), or even 
nanomaterials such as carbon nanotubes (CNT) (Dele-Afolabi et al., 2019) and graphene 
nanosheets (GNS). Li et al. (2021), for instance, reviewed the mechanical performance and 
properties of various lead-free solders when they interact with different elements ranging 
from metal particles to transition elements, with the primary objective of understanding 
and predicting the performance of the solder among modern PCBs. Bismuth, or Bi, in 
particular, was deemed to be exceptional thanks to its unique effect when coming into 
contact with the Sn atom. Differing from elements such as Ag, Bi tends to strengthen a 
Sn-based solder through its unique solid-solution strengthening mechanism that embeds 
itself into the molten Sn matrix during reflowing (Liu et al., 2024). The attribute, therefore, 
further pins down the movement of atoms and affects the growth kinetics of both the IMC 
compound and the IMC layer, which dictates the mechanical strength of a solder under 
isothermal aging. 

In recent studies, researchers have focused on studying different micro- and 
nanoparticles and their potential in SAC solders. However, only a handful of suggested 
materials are viable for the current market with both advantages in cost and performance. 
Being one of the cheaper candidates, such as Bi, gains a great deal of interest, especially 
when it was discovered to enhance a solder’s melting temperature. Therefore, to understand 
better the benefits of Bi in lead-free solders, the present study aims to study the effects of 
Bi addition on microstructure, isothermal aging, as well as thermal and mechanical stability 
of a SAC-Bi alloy, which is deemed to be essential, especially in the case of continuous 
miniaturization of technology that demands solder material with ideal resistance towards 
thermal and mechanical stresses.

MICROSTRUCTURE

Hodúlová et al. (2018) stated that a conventional SAC solder may consist of a network 
of dendritic structures made up of Sn dendrites encompassed by a eutectic region with 
Sn atoms and IMC compounds, as shown in Figure 1. Apart from the Sn solder matrix, a 
solder also comprises an IMC layer that occupies the interface between the pad and solder 
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to provide robust joint strength. An IMC composite is typically formed from the interaction 
of elements from both the pad and within the solder matrix that migrate to form composites 
such as Cu6Sn5 or Ag3Sn compounds. IMC particles may also occupy the space between 
dendrites to form a network that exhibits extra strength and stability toward the structural 
integrity of an SAC product. Since Ag3Sn holds a significant role in refining the grain of 
the Sn matrix due to its immense presence in the eutectic region of a solder matrix, it helps 
in defining the thermal dependability of an SAC solder. Ag3Sn atoms serve as the pining 
factor that regulates the movement of dislocation but tend to deteriorate with detrimental 
aging, especially during high-temperature operating conditions. Therefore, to refine the 
grain morphology and increase the solder’s resistance to thermal-related testing, dopants 
such as Bi are often utilized to improve structural integrity and reliability.

Similar to other micro- or nano-constituents, Bi helps in refining the grain structure of 
a SAC solder, which enhances its mechanical integrity and properties. Unlike the particle-
strengthening mechanism, the inert Bi element is highly solid-soluble in Sn, as evidenced 
by Mahdavifard et al. (2015). Hence, Bi does not react with other constituents in an SAC 

Figure 1. SEM Image and EDX analysis of SAC305 solder (Hodúlová et al., 2018)
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solder matrix that could form a secondary composite, such as Ag3Sn. From morphology, 
Bi atoms are capable of refining a solder’s grain size and distributing the IMC compound 
within the eutectic region evenly. The effect increases with increasing Bi content, as Ali et 
al. (2024) demonstrated. Refinement of a solder’s grain structure greatly relies on the size 
of the reinforcement material that helps in reconstructing the lattice structure of a solid 
solder whilst obstructing the movement of both particles and dislocations, as evidenced 
by Yang et al. (2022). The phenomenon identically occurs in the case of Bi atoms. A 
compositional analysis was carried out and validated the fact that SAC157 solder with 
a Bi composition of 0.5 and 5.0 wt.% displays a slight difference in particle distribution 
with the IMC compound, which is more uniformly spreads within the solder matrix in 
the case of higher Bi content (Figure 2). The result concurs with Gao et al. (2023), who 
observed a left shift in the XRD plot with increasing Bi content that was inferred to be a 
diminishment in grain size followed by a disturbance in the orderly management of the 
lattice structure (Figure 3). 

The phenomenon results from the distortion of the crystal lattice of the Sn structure 
by the Bi atom, which also generates internal stress that hinders dislocation motion. A 

Figure 2. EMPA mapping and XRD analysis of SAC157 solder with 0.5 and 5.0 wt.% Bi (Ali et al., 2024)
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Figure 3. Compositional XRD Analysis for SAC105 
solder with different reinforcement materials where 
a left shift in the plot was noticed as a result of 
distortion in the crystal lattice structure of the Sn 
matrix (Gao et al., 2023)

smaller movement of atoms cuts down the 
interaction between different constituents, 
eventually diminishing the volume fraction 
of IMC compounds within the eutectic region 
of a solder matrix. A more homogeneous 
structure can then be attained within an SAC 
solder with a more uniformly distributed 
IMC compound along the grain boundary 
of the Sn dendrite and eutectic region. 
A homogeneous solder structure ensures 
mechanical stress is more well distributed, 
which prevents the formation of a single 
stress concentration point that negatively 
affects the mechanical strength of a solder 
alloy, which conceivably induces cracks 
when exposed to thermomechanical and 
mechanical stress. The noticeable enhancement was proven by Yang et al. (2022) through 
the enhancement of SAC105 alloy using various materials, including antimony (Sb), 
bismuth (Bi), and titanium (Ti), which portray a reduction in grain size that accompanies 
an improvement in mechanical tensile strength. 

Interestingly, white spots, which were deduced to be Bi-rich phases, were found to 
separate and reside on the surface of the Sn dendritic structure in the case of Wu et al. (2019). 
The exceptional solid solubility of Bi allows Bi to freely diffuse along the grain boundaries 
of the β-Sn dendrite; thus, when the content exceeds a certain limit, phase separation occurs, 
and white Bi particles may then resurface above the Sn matrix of the SAC solder. The 
threshold limit typically falls at a range of 3 to 7 wt.%. The XRD graph presented further 
verifies the threshold limit of Bi in SAC alloy to be at a range not exceeding 4 wt.%. The 
theoretical understanding explains the peak of Bi content detected when a Bi content of 5 
wt.% was incorporated into the SAC157 alloy. By studying the Sn-Bi phase diagram, the 
solid solubility limit of Bi in Sn elements typically increases with increasing temperature, 
which thus explains the ability of Bi to enhance the mechanical integrity of an Sn-based 
alloy when exposed to high-temperature aging.

The reaction between the Sn atom and other constituents, such as Cu and Ag, also 
brings about the formation of the IMC layer that exists at the interface between the metal 
pad and a solder bulk. Depending on the metal element, the IMC layer normally consists 
of a thermal unstable Cu6Sn5 that is most likely to degenerate to form a brittle Cu3Sn layer 
that affects the reliability and structural integrity of a solder alloy. Cu3Sn can either be 
formed from the dissolution of Cu6Sn5 or from the interfacial solid-state diffusion of Cu 
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and Sn that reacts and remains at the solder-to-pad interface region. During aging, Cu3Sn 
starts to grow and embrittles the entire solder alloy. Opposing what was expected, Bi does 
not play a significant role in inhibiting the growth of Cu-based IMC layer during as-cast 
conditions such as other elements, including Sb (Miao et al., 2024) or nickel (Ni) that 
directly participate and control the atomic diffusion of Cu and Sn during the solidification 
process. 

For instance, Ni atoms interact with free IMC composites to form an alternative Cu-
based composite that acts as the barrier in regulating the diffusion of both Cu and Sn atoms. 
The idea was proved from the SEM image presented by Sivakumar et al. (2021), where 
the thickness of SAC-Bi Ni solder does not vary much from a pure SAC405 alloy during 
as-reflowed conditions. This occurrence results from the characteristic of the Bi element, 
which is insoluble in other constituents besides the Sn atom. Despite that, knowing that Bi 
is highly soluble in the Sn matrix, the presence of Bi leads to the formation of a finer grain 
structure with a more finely dispersed IMC compound. This behavior thus slows down 
the diffusivity of the Sn atom, which reduces the growth rate of the IMC layer due to its 
pinning effect similar to those of Ag3Sn particles. Apart from noticing an improvement 
in fatigue resistance for the case of Bi-doped solder, Jian, Hamasha, Alahmer, Wei et al. 
(2023) also noticed a betterment in IMC layer condition to grow more uniformly compared 
to a pure SAC solder despite achieving an increased thickness in Cu6Sn5 layer. The ability 
of Ag present in a SAC solder, along with the addition of Bi element, further inhibits the 
movement of particles and dislocations, which regulates the aging effect when exposed 
to elevated temperature. 

During aging, Ag3Sn plates start to coalesce and coarsen, thus losing their pinning 
effect, which reduces the hardness of a Sn-based solder. The presence of Bi atom, in turn, 
solid solution hardens the solder matrix, thus increasing the hardness of a SAC solder with 
preliminary aging. Although the Bi atom may seem trivial in the participation of regulating 
IMC layer thickness, it shines tremendously in high-temperature working conditions due 
to its distinctive feature.

ISOTHERMAL AGING

Isothermal aging is a process in which soldiers are exposed to temperatures higher than 
their real-life operating temperature for an extensive period to understand the tested solder’s 
mechanical and microstructural behavior, which helps identify its durability, reliability, and 
stability. The interaction between the solder and substrate results in the formation of a thin 
IMC layer near the interface, which provides additional strength to the solder structure in 
an as-reflowed condition, especially with the presence of Cu6Sn5, which serves as a key 
factor in the improvement of lead-free solder systems (Ramli et al., 2022). However, with 
prolonged aging, Cu6Sn5 compounds are prone to dissolution, thus resulting in the formation 
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of their weaker counterparts, known as Cu3Sn, that are naturally brittle in strength (Dele-
Afolabi et al., 2019). Hence, various researchers have sought different ways to understand 
the growth kinetics of the IMC layer in lead-free solders to counteract the detrimental effect 
of a thick IMC layer, primarily through the utilization of dopants. Bismuth, for instance, 
not only proved to be beneficial in decreasing the melting point of solder but was found 
to be highly stable under high-temperature exposure due to its exceptional pinning effect. 

In accordance with Zhong et al. (2022), although reflowed solder for pure and Bi-doped 
SAC solder attained identical IMC layer thickness and composition, elements such as In 
and Bi are potential candidates that have the capability of substituting Sn in IMC to form an 
alternative compound given as Cu3(Sn, In) or Cu3(Sn, Bi), respectively. The observation can 
be inferred as the competency of Bi in not only hindering the movement of dislocations and 
IMC particles, which diminishes the Ostwald Ripening effect but also acting as a protective 
barrier similar to those nickel-contained IMC compounds that assist in limiting the diffusion 
rate of Cu atoms from either the solder matrix or the metal substrate. Apart from that, Sn-Bi 
lead-free solder bumps are also often utilized along with SAC solder paste to form composite 
solders that provide additional fortification, which was discerned to show positive results 
at different reflow temperatures (Shen et al., 2019). The result was proved by Zhang et al. 
(2024), who investigated the fracture behavior of the SAC305/Sn-Bi solder composite in the 
presence and absence of Co particles and the influence of different surface finishes. In the 
early 2000s, the improvement was found to be achieved along with the implementation of 
1% Bi in SAC305 solder, especially in inhibiting the formation of thick IMC layers during 
isothermal aging, as demonstrated by Rizvi et al. (2006). 

Bi comes along with high solid solubility and a solid strengthening mechanism; the 
growth rate of IMC thickness in the case of SAC-1Bi was much slower and in a linear 
manner when compared with pure SAC305 solder, which was further proven by other 
researchers who not only discovered the exceptional aging ability but also reported the 
embrittlement of SAC solder with high Bi content that subsequently affects the fatigue life 
of the as-reflowed solder (Kanchanomai et al., 2002; Li & Shi, 2006; Zhao et al., 2009). 
On the other hand, Ramli et al. (2022) reviewed the performance of different elements 
when added to a SAC solder matrix. They found that, apart from the great reliability of 
indium addition, the incorporation of 3 wt.% Bi, along with 0.05 wt.% erbium, helps in 
refining the thickness of the IMC layer during isothermal aging. As aforementioned, the 
formation of a brittle Cu3Sn layer near the interface of a bare copper pad on the package or 
substrate side can be bestowed on the contribution of copper atoms from either the metal 
pad itself or from the dissolution of Cu6Sn5 compounds that react partially with Sn atoms 
to form their brittle Cu3Sn form (Dele-Afolabi et al., 2020). Correspondingly, Sivakumar 
et al. (2021) were able to present results that concur with the statement despite achieving 
a thicker Cu6Sn5 IMC layer for the case of SAC-Bi, Ni solder ball, the Cu3Sn layer was 



1167Pertanika J. Sci. & Technol. 33 (3): 1159 - 1183 (2025)

Thermal and Mechanical Stability of Bismuth Doped SAC Lead-free Solder

much thinner in the said solder compared to pure SAC405 samples due to the fact of a 
higher migration rate of Cu in SAC405 during thermal aging. 

Apart from its marvelous ability in controlling the growth of the IMC layer, bismuth was 
also found to be capable of regulating the coarsening effect of IMC particles that reside within 
the eutectic region. For instance, Ali et al. (2021) investigated the microstructure behavior 
of as-cast and thermally aged solder with bismuth compositions ranging from 1 wt.% to 3 
wt.%. In the case of SAC-3Bi solder, the grain boundaries were found to be less scattered 
with a more refined Sn grain structure even under aging temperatures of 100°C and 200°C, 
which indicates the aptitude of bismuth particles in the movement of dislocation and IMC 
particles. Wu et al. (2021) studied the effect of different bismuth content and aging temperature 
on the IMC particle diameter. They found that apart from increasing particle diameter with 
increasing aging temperature due to an increase in diffusion rate and Ostwald ripening effect, 
the normalized particle diameter size of SAC-3Bi was the smallest in all cases, as shown in 
Figure 4. The author explained that the amount of bismuth that resides within the eutectic 
region of an SAC305 solder decreases as it gradually propagates toward the direction of 
the dendritic structure with increasing aging time. Initially, three different structures with 
distinct colors, including grey tin dendrites, black IMCs, and white bismuth, were observed 
in an as-reflowed bismuth-doped SAC305 solder bulk structure. However, with increasing 
aging periods, larger brittle IMC particles, particularly Ag3Sn compounds, start to form at 
the expense of their smaller forms, which are portrayed as depicted in Figure 5. 

Bismuth was thus deemed to be extremely beneficial in the SAC solder system, partially 
due to its non-reactivity with other constituents but also due to its high solid solubility 
in molten tin upon heating, which helps in anchoring the movement of dislocations and 
IMC compounds and encourages the formation of solder with comparatively better 
strength and structural integrity. Similar work was carried out by Ahmed et al. (2016), 

Figure 4. The normalized particle diameter of IMC 
particles at various conditions (Wu et al., 2021)

and it was discovered that by assimilating 
merely 2.4 wt.% of bismuth into SAC105 
solder, the solder achieved improved 
performance in stress-strain behavior with 
higher resistance towards aging compared to 
the pure condition. Both authors were able to 
achieve a lower degree of Ostwald ripening 
effect along with the presence of bismuth, 
which verifies the pinning ability of bismuth 
atoms comparable to Ag3Sn particles. All 
in all, the performance of SAC-Bi solder in 
isothermal aging proves its suitability and 
potential in high-temperature applications. 
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THERMAL CYCLING

Thermal cycling, as the name implies, is the fluctuation of heat a material is exposed to in 
its working environment. In the case of lead-free solders, thermal fatigue is often viewed 
as the most damaging factor that causes a connected solder joint to lose its structural 
integrity and electrical connectivity. Moreover, under exposure to either constant heat or 
thermal fluctuations, SAC solders tend to exhibit features that affect the reliability of an 
electronic device. The presence of an IMC layer or IMC precipitates within the solder 
matrix adversely affects morphology when exposed to heat, which explains the reason 
for lead-free solders with low ductility and creep resistance in operating conditions with 
high temperatures (Depiver et al., 2021). During thermal fatigue, the repeating changes in 
temperature cause iterating expansion and contraction of the mounted device and PCB at 
a different rate due to a dissimilar coefficient of thermal expansion (CTE). 

Therefore, along with the miniaturization of technology and increasing solder density, 
understanding thermal cycling in terms of the solder’s microstructural and mechanical 
behavior is extremely crucial in improving an electronic product’s reliability and 
sustainability in different environments and circumstances. To understand the behavior and 

Figure 5. Microstructural evolution of SAC405 solders with different bismuth content after aging for 2000 
hours at 125°C (Wu et al., 2021)
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prevent malfunctioning of developed boards, industrial manufacturers typically carry out 
reliability testing prior to product delivery. Reliability testing is the process in which the 
assembled boards are given a series of harsh trials to ensure that they are able to handle 
various working situations without failing. Correspondingly, for thermal cycling reliability 
testing, second-level assembled boards are exposed to extreme temperature fluctuations, 
typically within the -40°C to 125°C range, with a holding time of 10 to 15 minutes at 
each extremity and a ramping rate commonly below 10°C/min in accordance with the 
IPC9701 standard (Romdhane et al., 2022). However, Hokka et al. (2013) explained 
that the characteristic life of a lead-free solder may somehow differ depending on not 
only the constituents but also the cycle parameters. The author thus concluded that the 
most appropriate parameters should be selected based on the industries and applications 
involved. Nevertheless, lead-free solders were proven to creep and deform when exposed 
to intense conditions, which causes cracks to initiate and propagate along the misoriented 
grains resulting from prior recovery and recrystallization phases. Therefore, doping was 
viewed as a viable approach to fostering a solder with durable and reliable joint strength to 
improve its microstructural behavior and reduce the coarsening of second-phase particles. 

From the context of microstructural behavior, Libot et al. (2018) investigated the 
thermal fatigue behavior of a SAC305 solder by understanding its microstructural changes. 
Thermal fatigue-induced creep in a lead-free solder typically follows a sequential process 
starting from recovery and recrystallization before an intergranular crack is observed. In 
general, thermal cycling generates thermal stresses that excite the movement of particles 
such as Ag3Sn and dislocations, which is often known as the recovery phase. The movement 
of dislocations disrupts the arrangement of grains and introduces grain boundaries with 
misoriented angles, causing the grain angle to increase. The grain continues to grow to 
a higher angle as the thermal stress accumulates, resulting in the commencement of the 
recrystallization phase. Continuous expansion and contraction of PCB and module thus 
employ thermomechanical stress on the solder, which causes cracks to propagate along the 
designated path created by the recrystallized grains. In modern technology, SAC305 has 
proven to achieve a good performance that even surpassed the traditional Sn-Pb solders 
in terms of thermal cycling reliability (Arfaei et al., 2015). Despite being one of the 
environmentally friendly candidates, the SAC solder displays better thermal creep fatigue 
resistance than the traditional Sn-Pb alternative due to its stable microstructure and the 
presence of Ag and Cu elements. 

As previously mentioned, Ag3Sn and Cu6Sn5 IMC composites are two common particles 
that can be detected in a SAC solder matrix, whereas the IMC composites of Sn-Pb alloy 
rely on the type of adjacent metal that a solder is attached to and typically comprise only 
of Cu6Sn5. Although the Ag-based solder is prone to coalesce and coarsens with heat, 
Ag3Sn does serve as a good pinning factor that assists in resisting thermal-induced failure. 
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However, Ag3Sn may eventually agglomerate and even pin it to the misoriented grain 
boundaries, which encourages the nucleation of new grains that exacerbates the thermal 
cycling defect. This encourages the discovery of third-generation alloys such as Innolot 
to be utilized in industries with harsh environments and necessitates zero failure during 
service. The adaptation of Innolot opens the chapter for the potential of Bi in elevated 
temperatures and to delve deeper into its possibility in large temperature ranges.

From the morphology, it was observed that Bi is highly solid-soluble in molten Sn, 
which enhanced the mechanical and microstructural properties of an SAC alloy during 
solidification. For instance, the Sn-58Bi alloy was able to attain an exceptionally low 
melting temperature thanks to the distinctive capability of Bi. The positive benefits 
of Bi also improve the thermal fatigue performance of a Sn-based alloy, as Tian et al. 
(2022) demonstrated by investigating the interaction between SAC305 nanoparticles in 
the Sn-58Bi alloy. Furthermore, by looking into SAC-Bi, Innolot (SAC407 with 0.15 
wt.% Ni, 1.40 wt.% Sb, and 3.00 wt.% Bi addition), SAC-In, SAC-305, and SAC-Mn 
solders, the bismuth-containing SAC-Bi and Innolot soldiers were found to achieve a 
better characteristic life at above 3,000 cycles for all cases when compared with their 
relative peers (Akkara et al., 2022). Similar to other thermally related testing, Bi serves 
an identical purpose as Ag3Sn particles that help impede the movement of grains, 
particles, and dislocations, slowing down the thermal cycling-induced alterations. Bi 
elements behave similarly to Sb and Ni, which embed themselves in the Sn matrix, and 
solid-solution strengthens a Sn-based solder. 

This phenomenon thus explains the increase in characteristic life or longevity of bi-
doped solder when compared to a conventional SAC alloy. It is essential to investigate 
the microstructural changes that the Bi element causes to a pure SAC alloy to evaluate 
the thermal fatigue performance of an SAC solder. Fundamentally, the Ag3Sn precipitates 
define the performance of a solder’s thermal fatigue resistance (Belhadi, Wei, Vyas et al., 
2022). From the SEM images of as-cast solder, Ag and Sn interact to form a large network 
that holds the Sn dendrites in place while pinning the movement of dislocations. With 
subsequent thermal cycling, the Ag3Sn precipitates begin to coarsen in both pure and bi-
doped BGA but were found to be more severe in the case of pure SAC and Sn-Pb solder. The 
presence of Bi atoms improved the microstructure integrity of the entire solder bulk, which 
reduces the Ostwald-Ripening effect of Ag3Sn particles that contribute to the formation 
of recrystallized grains. The growth kinetics of the IMC layer were also enhanced in the 
bi-doped SAC alloy case, especially under additional reinforcement material, including 
Sb and Ni elements, which regulate the diffusivity of Cu and Sn atoms. 

Since the IMC layer acts as the localized stress area that triggers the formation of 
microcracks, a thinner Cu3Sn layer, in the case of SAC-Bi alloy, also discouraged cracks 
from propagating and thus increased a solder’s working life. The betterment of a solder’s 
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lifespan can also correlate to an improvement in mechanical strength under thermal cycling 
reliability testing, which simulates a real-life working condition that a solder may be 
exposed to. When exposed to thermal-induced stress for an extensive period, solder tends 
to soften and eventually crack due to a deterioration in mechanical strength. Bi-doped 
SAC solder, on the other hand, helps enhance the microstructural integrity of a solder 
and improve the mechanical strength of an SAC solder from a long-term perspective. For 
instance, Hassan et al. (2020) discovered that the mechanical strength of a SAC405 solder 
can be greatly improved with the incorporation of merely 3 wt.% Bi. The mechanical 
degradation of SAC-3Bi under various thermal cycling conditions was found to decrease 
more steadily than a pure SAC solder. Material is bound to degrade when exposed to 
different forms of stress due to the accumulation of stress that results in microstructural 
changes within the material matrix. 

Despite having a steady drop in elastic modulus for the case of SAC-3Bi, an abrupt fall 
was observed in the case of SAC405 alloy, thus concurring with the positive effect of Bi 
in regulating thermal cyclic failure whilst maintaining a considerably optimal mechanical 
strength in spite of long-term thermal cycling. In real-life circumstances, it is common for 
solders to be exposed to both thermal stresses and mechanical loads, such as in the case 
simulated by Belhadi, Wei, Qasaimeh et al. (2022). Due to the benefits of Bi in the Sn 
matrix, the tested SAC-3Bi solder was able to achieve betterment in resistance towards 
not only thermal cycling but also creep-induced deformation. Similar to the effect of Ag in 
resisting thermal cycling, Bi greatly reduces the creep extension of solder due to its solid 
solution and precipitate hardening mechanism. Interestingly, increasing Ag content also 
assists in the formation of more refined networks of grain with smaller interparticle spaces, 
thus reducing the chances of grain boundary sliding caused by either thermal cycling or 
creep deformation. 

Nevertheless, a considerable addition of Ag is essential to diminish the Ostwald 
Ripening effect of the primary Ag3Sn precipitates, potentially aggravating thermal-induced 
failure. The phenomenon was proven by Liu et al. (2024) by improving the fatigue life of 
SCN-Bi solder compared to Ag-rich SAC-Bi alloy. However, the presence of foreign atoms 
such as Bi, Ge, and Co further refines the morphology of the involved solder, which not 
only improves the solder’s thermal fatigue life but enhances its hardness and mechanical 
strength. Furthermore, it was observed that SAC-Bi actually outperformed SAC solder in a 
more severe thermal cycling condition with a larger temperature range but instead portrays 
a weaker behavior in shorter temperature extremes, as shown in the life prediction of the 
solder in Figure 6 (Delhaise et al., 2020). Stacking fault energy (SFE) generally indicates 
the energy required for dislocation to climb and glide. Higher SFE indicates that a material 
has a narrower stacking fault and allows dislocation to slide between atoms more easily 
than lower SFE, typically observed in alloy systems such as SAC-Bi. 
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Figure 6. The Weibull plot shows that the characteristic life of SAC405-6Bi (‘Violet’) was higher in the case 
of (a) high-temperature cycling and lower in the case of (b) low-temperature cycling (Delhaise et al., 2020)

(a) (b)

As previously mentioned, thermal cycling causes strain accumulation, which triggers 
systems to release the accumulated damage in any possible way, either through recovery 
(dislocation movement) or recrystallization (grain restructure). In the scenario with higher 
ΔT, a larger strain causes both systems to spend less time in the plastic region; thus, the 
recrystallization phase occurs relatively sooner. However, in the case of smaller ΔT, the 
SAC solder with lower SFE spends a longer time in the recovery phase due to its ductile 
property, whereas SAC-Bi, despite achieving better strength, tends to recrystallize sooner 
due to wider stacking faults that hinder dislocation movement. Therefore, in spite of aging 
being a detrimental process, preliminary aging at a moderate level positively enhanced the 
thermal fatigue life of a doped system, such as the case of SAC-Bi solder. Comparatively 
to clarification by Cai et al. (2021), homogeneous Sn-Bi structure actually exceeds the 
longevity of SAC/Sn-Bi composite during thermal cycling tests that regulate the nucleation 
of grain that causes cracks to propagate in an undesirable manner. 

Therefore, this further signifies the importance of achieving ideal homogeneity 
(Swanson & Anselm, 2023). From the presented morphology, as shown in Figure 7, the 
solder typically encounters failure at the solder’s neck. An intergranular fracture that 
propagates along the recrystallized grain may often be observed and typically focuses 
on the area close to the package or substrate side. Table 1 summarizes the achievement 
of Bi in solder reliability of various types of SAC solder. Clearly, from the highlighted 
studies, Bi serves as an excellent reinforcement material due to its essential solid-solution 
strengthening mechanism, which contributes to its exceptional solid-solubility in Sn, which 
especially outshines the pure solder alternative in extreme temperature conditions that cater 
to industries operating in harsh environments.
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Table 1
The effect of Bi dopants in conventional Sn-based solder

Solder Findings Reference
SAC-Bi
SCN-Bi

SCN-Bi solder was able to display astonishingly high characteristic 
life despite the absence of Ag. This phenomenon clarifies that 
despite Ag being beneficial in enhancing fatigue life, a high amount 
of incorporation encourages Ag3Sn coarsening, which reduces the 
significance of its positive effect in LFS. 

Liu et al., 2024

SAC-2Bi Bi helps lower the acceleration factor (AF) of the SAC solder in thermal 
cycling, thus implicating the ability of the solder to resist fatigue life 
degradation in extreme loading conditions.

Jeon et al., 2023

SAC-3Bi Doping of elements including Bi, Sb, In, and Ni greatly enhances the 
fatigue life of a SAC solder, which even surpasses the traditional Sn-Pb 
in thermal cycling.

Belhadi, Wei, 
Vyas et al., 2022

Innolot
SAC-3Bi

ENIG surface finishing provides the best result due to the presence 
of Ni atoms. Conversely, when elements such as Ni, Sb, and Bi were 
added to a pure SAC solder, the solder was strengthened as a solid 
solution, which increased its fatigue life.

Akkara et al., 
2022

SAC405
(1 – 4% Bi)

A lower failure rate indicating a better characteristic life was attained 
for SAC405 added with 3 to 4 wt.% of Bi. Similar to Bi, a small 
addition of Sb further enhanced the reliability of the solder, especially 
in high-temperature cycling.

Zou et al., 2021

Sn-Bi Homogeneous Sn-Bi solder displays better fatigue life compared to 
SAC solder and mixed SAC/Sn-Bi solder.

Cai et al., 2021

SAC205 -6Bi Bi addition enhances the performance of SAC solder in thermal cycling 
with a larger range between -40°C to 125°C but is weaker when 
compared to SAC305 at a smaller range between -40°C to 70°C.

Delhaise et al., 
2020

SAC405-3Bi The material property degradation of SAC-Bi solder was much steadier 
compared to pure SAC solder at various conditions, including thermal 
cycling, thermal shock, and isothermal aging, which indicates the 
capability of Bi to enhance a solder’s thermal fatigue life.

Hasan et al., 
2020

Figure 7. Solder morphology of both (a) SAC305 and (b) Violet under temperature cycling of -40°C to 70°C, 
with the latter showing a larger factor of recrystallization (Delhaise et al., 2020)

(a) (b)
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MECHANICAL CYCLING

Thermal cycling has been playing a significant role in identifying the reliability of solder 
joints in the second level of interconnects for an electronic assembly. However, similar 
to aging, thermal cycling lacks efficiency due to its extensive testing period. With the 
fact that thermal cycling is a well-established testing practice with restricted standards, 
acceleration of the said method can only be achieved by either increasing the temperature 
swing or shortening the cycle time by augmenting the ramp rate, which potentially changes 
the failure mode of a tested solder and questions the credibility of the obtained results 
for the life prediction of a solder’s lifespan. According to Graver et al. (2009), a thermal 
cycling test with a temperature range between 0°C and 100°C requires around half a year 
for the tested lead-free solder-jointed board to exhibit failure. To enhance efficiency, the 
author proposed the idea of utilizing mechanical cycling as a four-point bending test. This 
practice is often common in industry to create an environment that a solder structure may 
experience, which helps understand a solder’s behavior holistically. 

For instance, testing approaches such as mechanical vibration are occasionally 
designed to be carried out along with thermal cycling. By doing so, board manufacturers 
and reliability engineers were able to identify the weaknesses of a designed product more 
easily, thus enabling subsequent improvements. Through coherent testing of mechanical 
vibration and thermal cycling, Borgesen et al. (2019) were able to concur with the idea 
by clarifying that the behavior of SAC and Sn-Bi solders may differ from thermal cycling 
tests. Introducing an additional type of stress further exacerbates the damage intensity 
that accumulates within the solder matrix, which results in different microstructural and 
mechanical behavior. Consequently, different approaches have also been actively researched 
by correlating the aging effect with mechanical simulated thermal strain by cycling with 
tests that exert flexural stress (Vandevelde et al., 2017; Wang et al., 2009; Wang et al., 
2020), tensile stress (Maruf et al., 2024), and shear stress (Hoque et al., 2021; Su et al., 
2020). Different from conventional thermal cycling tests, isothermal mechanical cycling 
tests can be carried out either with thermal and mechanical stress introduced simultaneously 
or through the utilization of preliminary aged solder. However, the absence of thermal-
induced strain results in a lower degree of grain, and IMC coarsening triggers the recovery 
and recrystallization stage in a thermal cycling test, thus removing the adverse effect that 
causes microstructure instability within a solder bulk. The occurrence causes the failure 
mode to be slightly different during isothermal mechanical testing in spite of essentially 
achieving an analogously identical fracture mode that cracks in the form of an intergranular 
crack along the IMC layer within the interface region.

SAC solder, as aforementioned, is often doped with dissimilar-size particles to enhance 
its mechanical and thermal properties. Similar to thermal-related testing, SAC-Bi was 
presumed to outperform a pure SAC alloy in a mechanical cycling test. Unlike the inverse 
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relationship of Ag content with the mechanical stability of a solder in a lead-free solder, 
the presence of Bi solution strengthens the overall mechanical properties of an SAC (El-
Daly et al., 2015). Higher Bi content typically helps in fortifying the mechanical strength 
of an SAC solder, as demonstrated by Belhadi et al. (2019) when investigating solders 
including SAC305, SAC-3Bi, and SAC-6Bi. At the as-reflowed condition, an increment of 
Bi content provides additional support to the ductile solder through the means of a solid-
solution strengthening mechanism. Bi plays an essential role in enhancing the thermal 
and mechanical stability of a solder by mitigating the detrimental effect attributable to 
dislocation movement. The betterment in shear strength was achieved in the case of SAC-
6Bi in unaged conditions. However, it regularly deteriorated with an increasing aging period 
that eventually outshined the SAC-3Bi solder in severe aging circumstances. Since aging 
encourages agglomeration of particles, the excess number of Bi atoms acting as the solute 
of the entire system tends to coalesce and coarsen when the solvent atoms (Sn matrix) are 
fully occupied and redundant. 

Coagulation of the Bi atom causes its brittle nature to dominate and thus embrittles 
the SAC system at higher aging hours, even though a low strain rate was utilized during 
the testing of SAC-6Bi solder with a preliminary aging of 1000 hours. From Figure 8, 
increasing stress amplitude generally leads to a lower characteristic life of both pure and 
bi-doped SAC solders. Comparatively, the Bi element was again proven to mitigate the 
adverse effect of aging and help attain a solder with enhanced strength and lower ductility. 
Furthermore, Bi refines the solder grain, elevating the mechanical stability of a SAC solder. 
This was proven by Al Athamneh and Hamasha (2020), where despite both solders failing 
at the approximately identical cyclic range, the bi-doped solder was able to withstand a 
higher stress amplitude thanks to its improvement in fatigue resistance. Furthermore, Jian, 
Hamasha, Alahmer, Hamasha et al. (2023) demonstrated that SAC-Bi generally displays a 
betterment in fatigue resistance, especially when cycled within moderate and high-stress 
conditions. The presence of Ag and Bi atoms refines the Sn grain size and increases the 
phase boundaries of a solder morphology. Both the Ag3Sn particles that formed from the 
interaction of Ag and Sn atoms, as well as the Bi-rich phases that surround the eutectic 
region of a solder matrix, further obstruct the movement of dislocation, which adversely 
catalyzes the softening of a metal alloy. 

Both the boundaries and formed composites act as a robust barrier that mitigates 
the chances of crack initiation that results from the formation of defects such as grain 
boundaries, voids, and other surface defects. The phenomenon explains the achievement of 
SAC-3.3Bi in achieving a higher characteristic life when compared with Sn-Cu-Bi solder 
during shear cycling in various aging conditions in spite of utilizing a higher Bi content. 
Fundamentally, Kaimkuriya et al. (2024) highlighted where harder materials tend to be 
more susceptible to plastic deformation, which thus results in lower fatigue life. Material 
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with higher strength is typically associated with lower ductility, such as what was observed 
in the case of SAC-Bi solders. The presence of Bi atoms strengthens the structure of the 
soft, ductile SAC solder by means of a solid solution strengthening mechanism. Bi atom 
alters the atomic structure, which causes a material to induce less plastic deformation work 
per cycle. The material accumulates damage over time during fatigue cycling by absorbing 
and dissipating energy. Higher plastic deformation work per cycle results in microstructural 
changes that benefit crack initiation and propagation, which signifies a lower fatigue life 
within a solder material with higher ductility. 

Figure 9 records the comparison in the hysteresis loop (left) and average work per 
cycle (right) among various solder alloys during shear cycling. A larger hysteric loop of 
SAC solder with 0.08 wt.% of Bi element denotes that the solder alloy experiences a larger 
plastic deformation work during the cyclic test. On the other hand, Su et al. (2020) again 

Figure 8. Comparison in characteristic life of SAC305 and SAC-3.3Bi at various stress amplitudes and 
aging time (Al Athamneh & Hamasha, 2020)

Figure 9. Comparison in hysteresis loop and average plastic deformation work per cycle for various alloys 
with different surface finishes (Su et al., 2020)
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proved that a strong and brittle alloy can be achieved with lower average plastic work per 
cycle when an adequate addition of Bi particles at a range of 2 to 3 wt.% was added to a 
pure SAC system. Apart from that, to understand and correlate the difference in tensile 
properties between pure and bismuth-doped SAC solder, Ahmed et al. (2016) utilized a 
six-axis load cell testing machine to identify the stress-strain behavior of SAC105 and 
SAC105-Bi solder when placed within a thermal chamber with different temperature ranges 
between 25°C and 125°C. Thanks to the capability of Bi to resist aging, the SAC-Bi alloy 
achieved an improvement in mechanical stability, making it optimal to be incorporated 
in low-Ag content solder. By utilizing an adequate amount of Bi to replace Ag in low-Ag 
alloys, the coarsening effect of IMC composites can be diminished, which alleviates aging-
related degradation while augmenting its fatigue resistance towards both mechanical and 
thermal stresses. 

Moreover, Haq et al. (2022) and their respective peers were able to study the effect 
of mechanically cycled SAC405 solder with bismuth compositions of 1 wt.%, 2 wt.%, 
and 3 wt.%. However, a lower fatigue life was attained for the case of SAC-3Bi due to 
the embrittlement of Bi when integrated with the SAC solder matrix. The phenomenon 
concurs with the idea that an appropriate amount of Bi is required, and further research is 
needed to cultivate a solder structure with excellent strength and reliability whilst minimal 
sacrifice on ductility that adversely causes cracks to initiate and propagate when exposed 
to stresses in real-world situations.

CONCLUSION

Lead-free solders have been gaining great attention among industrial experts due 
to their exceptional sustainability and reliability, along with their ability to achieve 
greener technology that benefits both the environment and human health, making them 
a good candidate for competing with traditional Sn-Pb solders. Taking the renowned 
SAC solder as an example, despite its great achievement in nurturing strong and robust 
joints for electrical connection of devices to PCBs at the second interconnect assembly 
level, its relatively high melting temperature of approximately 217°C to 220°C has led 
to several complications, including complex IMC as well as difficulty in the design 
and consolidation of electronic packages. Hence, the doping of third-party alloys, for 
instance, bismuth, is often considered to not only achieve a breakthrough in mechanical 
strength but also primarily to attain a more ideal melting temperature that is compatible 
with both the glass transition temperature and the decomposition temperature of the PCB 
and to-be mounted device, respectively. 

However, because of its brittle nature, the ductility of the aforementioned system 
tends to deteriorate eventually, which serves as the main reason for promoting a soldering 
system with weak reliability in response to thermal and mechanical stresses. Due to the 
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high solid solubility of bismuth in tin solvent when exposed to heat, the bismuth atom 
tends to reside within the dendritic structure. It restricts the movement of dislocations 
as well as particles that potentially contribute to particle coarsening with prolonged 
heating, which ultimately leads to thermal fatigue fracture, which thus explains its 
exceptional performance in aging. Nonetheless, in the future, work should be focused 
on understanding a bismuth-enhanced lead-free solder system in thermal cycling and 
mechanical cycling reliability to understand the behavior of bismuth when reacting 
with a tin-based solder matrix such as the SAC system, thus assisting in cultivating the 
potential of bismuth in real-life industries and preventing unprecedented situations from 
happening in the future due to immature results.
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ABSTRACT

Revolutionizing solar energy utilization through solar pavement technology offers a path to sustainable 
infrastructure and reduced greenhouse emissions. This review article synthesizes findings from 
experimental, numerical and machine learning-based studies to optimize solar energy harvesting in 
pavement applications. The experimental and numerical analyses focus on achieving optimal thermal 
efficiency and maximizing the outlet pipe’s temperature in Pavement Solar Collectors (PSC) through 

detailed parametric studies. Machine learning 
tools are then employed to further enhance PSC 
performance by integrating additional input 
parameters, varied PSC designs, and diverse 
environmental conditions. Key insights from 
this review indicate that integrating machine 
learning into PSC design significantly broadens 
the scope and efficiency of these technologies, 
positioning solar pavement as a viable approach 
to reducing greenhouse gas emissions. Future 
works from this technology include looking into 
a multi-functional renewable energy system that 
produces hydrogen powered by solar power. 
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Additionally, the adaptability of these developed models suggests potential applications in solar 
collectors for roof tiles, building walls, and related energy-efficient systems.

Keywords: Asphalt, heat exchange, machine learning, solar energy, solar pavement collector 

INTRODUCTION

Over the past hundred years, the world has heavily relied on oil and fossil fuels to generate 
power. This source of energy is not renewable, and the by-products produced from power 
generation, such as greenhouse gases, cause the average temperature to rise (Yoro & 
Daramola, 2020). This indirectly contributes to global warming by increasing carbon 
dioxide emissions, causing detrimental effects on the environment, such as disrupting 
the existing ecosystem, rising ocean temperatures, increasing sea water levels, and many 
more (Bhan et al., 2020). The surge in the global population and the relentless march 
of globalization are contributing to an escalating demand for energy and heightened 
consumption levels. As a result, the world’s reliance on non-renewable energy sources 
leads to the rapid depletion of fossil fuel reserves. Primc et al. (2021) identified several 
key issues associated with non-renewable dependencies, such as the complexity of power 
lines management, lack of local substations, and outdated monitoring technologies, 
leading to increased electricity costs. Hence, identifying viable renewable energy sources 
is essential to meet energy demand while preserving natural resources. Desired features of 
alternative renewable energy sources include those that are naturally replenished, such as 
solar, hydropower, wind, geothermal, bioenergy, and ocean energy (Owusu & Asumadu-
Sarkodie, 2016). 

Renewable resources have gained popularity as effective energy source substitutes to 
overcome power shortages, halt continuous environmental degradation, and meet future 
global energy demands (Esposito & Romagnoli, 2023). Extensive studies conducted on 
renewable energy as an alternative energy source show promising potential in the future 
compared to fossil energy, driven by the United Nations Sustainable Development Goal 
(SDG 7) for affordable and clean energy. As depicted in Figure 1(a), pertinent literature 
was gathered from the Web of Science Master Journal List utilizing specific keywords that 
include “solar energy,” “hydropower,” “wind energy,” “geothermal energy,” “bioenergy,” and 
“ocean energy.” Subsequently, the refine tab was applied for the last ten years. Solar energy 
is among the renewable resources that have emerged as a leading sector with considerable 
global research and development. Notably, the top-performing countries in solar energy 
research are also pioneering advanced solar technologies, as Figure 1(b) highlights. 

The introduction of solar energy technology has significant future market potential due 
to its cleanliness and abundant availability (Hayat et al., 2019). There were two ways of 
generating solar electricity: solar-photovoltaic (PV) cells and concentrating solar power 
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(CSP) technologies. Recent developments in solar PV cell technology show improvements 
in terms of efficiency, up to 34.1%, shown by multi-junction (MJ) photovoltaic cells. A 
diverse array of companies has embraced solar energy technologies as an alternative energy 
source. Besides, the technology is now available at reasonable prices. The energy generated 
from this source was used for heating, cooling, and outdoor and indoor lighting, as CSP uses 
linear cavity receivers, which minimize the heat escape (Kalidasan et al., 2023). Several 
factors affected the receivers’ thermal performance, such as the cavity geometry, thermal 
emissivity, fluid temperature, and wind direction (Garg & Saini, 2018). Besides, studies 
have been conducted to utilize solar energy in drying technologies for food preservation, 
known as solar dryers. The solar dryers’ performance was enhanced by integrating with 

Figure 1. (a) Studies on renewable energy field; and (b) Top seven countries leading in research and 
development in renewable energy field for the past decade

(a)

(b)
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phase change materials (PCMs) and other heat storage systems to improve drying kinetics 
and efficiency (Tyagi et al., 2024). Moreover,  the PCMs can also be used to enhance 
thermal energy storage in diverse solar thermal systems, emphasizing low, medium, and 
high-temperature applications (Kalidasan et al., 2020).  

Another method to attain sustainable development using renewable energy sources 
is by utilizing surface solar radiation. Surface solar radiation is the amount of sunlight 
energy reaching the Earth’s surface, which influences the surrounding environment, 
including solar power production. Yang et al. (2018) concluded that the thermodynamic 
and dynamic state of the Earth’s atmospheric systems are important signals that reflect 
climate change. Researchers globally have studied solar radiation variations and other 
factors affecting it using observed data. Since solar radiation is gaining importance as an 
energy source on the Earth’s surface, research on utilizing solar radiation as a renewable 
energy source is essential. The optimal approach for tapping into solar energy and radiation 
without constructing additional infrastructure, such as solar farms, involves integrating 
solar technologies into existing structures, like road pavements. For instance, Saudi Arabia 
recorded over 73,000 km of paved roads in 2019, illustrating the vast potential this region 
holds for future opportunities since they had a high average mean surface temperature 
recorded between 16°C and 33°C yearly (Statista, 2021; The World Bank Group, 2021). 
A typical road pavement solar collector typically includes pipes with a circulating liquid 
within the pipes, as shown in Figure 2.

Figure 2. A general view of pavement solar collector components
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This review is significant as it consolidates the latest breakthroughs in solar 
pavement technology, emphasizing the role of experimental, numerical, and machine-
learning methodologies in enhancing efficiency and application. This research offers a 
comprehensive evaluation of solar pavement technology, integrating diverse techniques, 
in contrast to other studies focusing on isolated features like thermal efficiency or specific 
material performance. This paper identifies significant improvements in experimental 
discoveries, design optimizations, and machine learning applications that have not been 
thoroughly explored in a single review previously. This review is innovative due to its 
comprehensive approach, examining existing limits and upcoming prospects to improve 
solar energy capture in pavement applications. This contribution aims to give researchers 
and industry practitioners a strategic framework, emphasizing possible effects on urban 
energy systems, sustainable infrastructure, and environmental advantages, including 
reductions in greenhouse gas emissions. Furthermore, the results are anticipated to broaden 
the domain of solar pavement research, providing a basis for additional investigations 
and applications in diverse structures, including roof tiles and building walls, beyond 
conventional pavement settings.

SOLAR ENERGY HARVESTING PRINCIPLE AND ITS APPLICATIONS

Solar energy transforms a significant amount of radiant energy into heat, which is then 
harnessed for various applications. This approach is one of the most widely employed 
methods for harnessing solar energy. It has reached an advanced stage of industrialization, 
is characterized by its simplicity of implementation, and holds the greatest promise to 
eventually supplant conventional strategies and technologies reliant on fossil fuels. Gong 
et al. (2019) studied the approach of solar energy conversion for electricity or thermal 
power generation by utilizing photovoltaics or photothermal transduction agents (PTAs). 
Research on both inorganic and organic hybrid perovskites showed notable enhancements 
in photovoltaic efficiency as well as device stability.

The solar technology category depends on the methods employed for capturing, 
converting, and distributing solar energy, primarily falling into two distinct categories: passive 
solar and active solar energy systems (Kabir et al., 2018). The thermoelectric effect of active 
solar technology is an actual occurrence that turns a temperature differential into voltage via 
a thermocouple. One fundamental phenomenon underlying this effect is the Seebeck Effect, 
which occurs when an electric voltage is generated across two different conductive materials 
due to a temperature gradient. For instance, thermoelectric generators utilize the Seebeck 
Effect to convert waste heat into electricity, commonly found in power plants (Gonçalves 
et al., 2020). The Seebeck Effect occurs when two types of semiconductors, P-type and 
N-type, are chemically combined, forming a p-n junction and generating electromotive force 
(Kim et al., 2017). Carriers (conductors and semiconductors), along with passive and active 
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materials, move in response to a temperature gradient to complete the transformation from 
solar thermal to electrical energy (Kabir et al., 2018).

Moving on to renewable energy perspectives, solar energy enables the direct conversion 
of solar energy to electricity with rapid and easy grid connection despite the restricted power 
generation. During the day, photovoltaics provide renewable energy to the grid. Additionally, 
the power generated during the day can be stored in batteries or supercapacitors and later 
used to meet a portion of the electrical demand at night (Carrasco et al., 2006).

The benefits of solar energy in the new energy system include diverse sources, no 
pollution, and abundant energy (Ferreira et al., 2020). Additional studies confirm that 
solar energy technologies have been proven to reduce carbon emissions, which were 
previously sourced from fossil fuels for electricity. This allows for the powering of signage 
and lighting in remote areas, resulting in improved safety for road users. Solar radiation 
absorbs significant heat from the pavement, allowing for its collection. A study developed a 
cutting-edge thermoelectric generator system capable of transforming the heat differential 
between the road surface and the soil underneath into electrical energy and producing 29 
milliwatts of electrical energy on average  (Johnsson & Adl-Zarrabi, 2020). 

Figure 3. Renewable energy system: (a) Wall building; (b) roof; and (c) road pavement
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Interest has shifted toward the integration of photovoltaic cell technology into civil-
building structures such as roof tiles, walls, and road pavement, as shown in Figure 
3. However, the conversion efficiency of photovoltaic cells is temperature-dependent, 
where high temperatures can cause a reduction in efficiency. Alim et al. (2020) found that 
to regulate the temperature of the solar cells, it is essential to integrate them with phase 
change material (PCM) into the mortar roof tiles. For this integration, the tile was added 
with a concentration of 3% by weight of PCM, which shows 4.1% more electrical output 
compared to without PCM filler. The PCM properties were able to absorb and release 
thermal energy efficiently.

A study on an Indian smart city concept by Saha and Frøyen (2021) shows that the main 
part of a smart city is the need to continuously produce and supply electricity to sustain the 
city, as they heavily rely on technologies powered by electricity. Therefore, it is important 
to utilize each part and area of the city to harness solar energy. Several cities have achieved 
success in becoming a national benchmark for large-scale adoption of solar energy in their 
cities. For example, Diu Smart City in India and Trondheim in Norway utilize renewable 
solar energy during the daytime, setting a benchmark for other local cities to follow and 
implement the technology. Another solar application capable of transforming sunlight on 
wall surfaces into heat energy is the installation of a thermo-magnetic-electrical-generator 
(TMEG) on building surfaces. The TMEG units are fixed between two wall layers with 
varying temperatures (hot and cold walls). This is made possible through the use of 
Gadolinium (Gd) as the ferromagnetic material due to its convenient Curie point, allowing 
it to move in a space between two zones with varying temperatures (Homadi et al., 2020).    

Next are the solar collectors for asphalt or concrete pavement applications. Pipes 
containing water or other fluids were incorporated beneath the pavement layers, functioning 
to accumulate heat, which would later be harvested for energy (Todd, 2011). Kehagia et al. 
(2019) outlined two different types of solar pavements: thermal collectors and electrical 
collectors. These were examples of sophisticated structures that can contribute to long-
term road infrastructure sustainability. Incorporating innovative technology into asphalt 
pavements has demonstrated the viability of harnessing solar energy. Solar pavement 
collectors (PSC) are used to fulfill the urban environment’s thermal and electrical demands. 
The thermal collection process starts with the accumulation of heat from the sun. This 
warmth is captured by the water running through the network of pipes buried in the lane’s 
surface layer, enabling continuous heat collection on hot summer days and supplying on-
site renewable energy. Heat moves from a hotter location to a cooler side, either from the 
pavement to the water in the piping system or the other way around. These help regulate 
the pavement temperature during the summer and winter (Kehagia et al., 2019). For 
instance, a Dutch company, Ooms Avenhorn Holding, used PSC technology to gather 
solar energy from asphalt roadways during the summer and use it during the winter to 
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warm the apartment buildings and Dutch Air Force runways. Furthermore, implementing 
road energy systems can quickly cool hot roads during the summer and prevent rapid 
deterioration (Xu et al., 2021).

The design of PSCs was observed to offer ample opportunities for upgrades aimed 
at enhancing their efficiency, such as modifying the albedo, fluid flow rate, and pipe 
spacing (Johnsson & Adl-Zarrabi, 2020). Guldentops et al. (2016) conducted research 
that evaluated the effect of the integrated pipe’s design on the PSC’s thermodynamics and 
efficiency using experiments and numerical analysis. The pipe design and configuration 
influence the thermal efficiency up to 70% (Guldentops et al., 2016). On the other hand, 
the performance of the PSC is affected by its region of usage. For example, an urban street 
canyon equipped with a PSC system shows, on average, 36.08% more thermal collection 
with a 27.11% surface temperature reduction compared to the PSC application in a rural area 
(Nasir et al., 2015). The PSC systems are suitable for sustainable city projects since they 
serve as a dual-function system that reduces the ground surface temperature and is a tool 
for harnessing heat energy. van Bijsterveld et al. (2001) conducted a thermal analysis using 
a finite element module for materials science and structural engineering (FEMMASSE), a 
finite element program. The input data were collected from a site test located in the northern 
Netherlands that employed polyethylene tubes on the main road to regulate the pavement 
temperature. The developed finite element modeling shows there were high stresses and 
strains forming around the tubes  (van Bijsterveld et al., 2001). With this discovery, it is 
also important to note the effect of the structure of the PSC system in the long run due to 
the heat exchange process, which could impact the integrity of the road structure. Dezfooli 
et al. (2017) found that when using solar pavements as a renewable energy producer to 
generate voltage compared to solar panels, solar pavements have the capacity to enhance the 
rutting performance for transportation applications. The components used in the assembly 
of the solar pavement include rubber tubes, steel pipes, and serpentine copper. Researchers 
evaluated the design of these pavements based on energy supply, surface safety movements, 
and structural performance. The suitable efficiency of solar pavements was also measured 
based on structural resistance and skid resistance.

Solar pavement technology must demonstrate to future users that it makes economic 
sense to change their current installations or integrate them into new installations or retrofits. 
The method considered by Ryms et al. (2017) was to replace the asphalt or concrete 
pavement with an electronic layer structure comprising a multi-layer system between the 
base solar collectors and the wearing courses. The wearing course will be translucent, 
allowing sunlight to reach through the collection sheet. The sun powers the electrical core, 
enabling it to flash signals and produce energy for motorists to replace signs and markings. 
Beddu et al. (2016) studied the use of hot surface energy in electricity production and the 
concurrent reduction in pavement temperature during the season. Researchers tested the 
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heat exchange rate and temperature effect through measurement and modeling (Beddu et 
al., 2016). The thermally transmitted fluid has a direct effect on peak power output, and 
thermoelectric modules resist it. According to the authors, the surrounding weather and 
fluid temperature mostly affect the efficiency of heat transfer.

According to the literature, research on solar collector technologies has predominantly 
focused on analyzing the thermal characteristics of road pavement compared to roof tiles 
and wall buildings. This underscores the pressing need for sustainable development, 
emphasizing the pivotal role of promoting solar energy as a renewable source for future 
energy needs. 

THE PAVEMENT SOLAR COLLECTOR 

Solar radiation exposure, pavement materials, and innovative design create an ideal 
environment for harnessing solar energy on a large scale. Xu et al. (2021) proposed 
replacing regular roadways with photovoltaic solar panels, known as “Solar Roadways”. 
Asphalt pavement solar heat collectors have been proven to be highly effective in practical 
applications worldwide. In real-life applications, a few parameters need to be taken 
into account to evaluate the heat harnessing efficiency, such as the slope gradient, slope 
exposure, and orientation of the streets and open spaces (Finn et al., 2021). Therefore, 
various simplifications are necessary for performing heat transfer simulations due to the 
complex structure of solar panel pavement conversion (Vinod et al., 2018). On top of 
that, the solar panel pavement is a multi-layered structure composed of homogeneous and 
isotropic layers. Sunlight absorbed by the solar panel that is not converted to electricity 
is considered to be converted to heat. Dust and any other discharged substances on the 
photovoltaic pavement surface that have an effect on the solar panel’s absorptivity would 
be overlooked due to their minor influence. Meanwhile, because the sides of a solar panel 
are so tiny in comparison to the top and bottom faces, the energy lost via the sides is 
ignored (Ma et al., 2019). Figure 3 illustrates the thickness layers of asphalt/concrete (AC) 
pavements. The life cycle assessment (LCA) showed the utilization of solar pavements 
for long-term environmental benefits, even though the economic cost was higher than 
conventional concrete and asphalt pavements (Hu et al., 2023). Hence, a few parameters 
need to be considered for the pavement solar collectors’ efficiency.

DESIGN AND MATERIAL CONSIDERATIONS FOR PIPES IN PSC 
SYSTEMS

Asphalt pavements absorb a large quantity of thermal energy from solar radiation throughout 
the day. The Pavement Solar Collectors (PSC) represent a method of harvesting solar energy 
and converting it to thermal energy. Zaim et al. (2020) found that PSCs comprise a series 
of metal or non-metal pipes (like copper, rubber, stainless steel, and polyethylene pipes) 
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buried in paving slabs. A moving fluid inside the PSCs collects heat from the hot pavements 
(Zaim et al., 2020). There were several pipe designs being studied, including serpentine, 
series, ladder configuration, balanced-ladder configuration, and parallel.

Pipe Design

An experiment conducted by Zaim et al. (2020) placed a steel pipe at a depth of 300 mm 
below the top surface of the PSC. Stainless steel pipes in a series configuration filled with 
water were placed at the center of the PSC (Zaim et al., 2020). The pipe’s internal diameter 
is 15.8 mm, and the pipes were arranged consistently with roughly 110 mm center-to-
center spacing. The experiments were conducted in Bam, Iran, and monitored through 
both the summer and winter seasons. The experimental setup determined the peak output 
temperature, the temperature disparity, and the pressure loss of the pipes. Results show that 
the experimental design parameters have a considerable impact on the PSC’s characteristics 
and functionality. Furthermore, the authors developed and evaluated four pipe configurations 
using simulation analysis under the same conditions as mentioned above to determine the 
effect of pipe arrangement on PSC performances. Four distinct pipe configurations were 
explored, each with general and specific technological characteristics. These configurations 
were categorized based on the fluid flow pattern within the PSC. The illustration of the 

Figure 4. Pipe dimension and configuration: (a) 
Serpentine; (b) parallel; (c) ladder; and (d) balanced 
ladder

(a) (b)

(c) (d)

H
W

L

d

Pavement solar collector:
3 m (L), 0.2 m (H), 0.4 m (W)

Pipe inner diameter: 15.8 mm
Pipe outer diameter: 21.3 mm
Depth of pipe depth burial, d: 
30 mm

pipe configurations is presented in Figure 
4. The result shows that the serpentine 
configuration resulted in a greater distance 
covered by the flowing water than the other 
three configurations. Experimental results 
also show that the fluid flow rate is constant 
along the circulation route for the serpentine 
configuration, while the intake fluid flow 
is segmented into several channels for the 
other configurations.

The intake and outlet temperatures are 
the other critical components affecting a 
pavement solar collector’s performance. 
The serpentine pipe configuration shows 
greater temperature differences compared to 
the other configurations. Zaim et al. (2020) 
further discussed that the water traveling 
distances and the temperature differences 
obtained in the balanced-ladder (d) and 
parallel (b) arrangements are close to each 
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other. As for the ladder configuration (c), the circulating water goes just the shortest 
distance within the pipe, showing that it is not a good configuration as it does not cover 
all the pavement areas.

In different studies, Zhou, Pei, Hughes et al. (2021) recommended separating the asphalt 
slab into two sections: side A (the water inlet) and side B (the water outlet). Thermocouples 
(K-type) monitored the temperature at three pavement depths: top, middle, and bottom. 
The results show that the heat on pipes has a substantial effect on the mechanical response, 
thermal reaction, and coupling response of the pavement structure. The heat pipe’s 
surrounding structure, particularly at the bending zone, is the weakest part of the total 
pavement structure. The serpentine heat pipe greatly reduced the maximum bottom tensile 
stress. It is reasonable to conclude that the heat pipe can help prevent cracking in asphalt 
pavements. On the other hand, the idea of the pavement-integrated photovoltaic thermal 
system (PIPVT) is based on the building-integrated photovoltaic thermal system (BIPVT), 
which combines the study of PV pavement and thermal energy harvesting pavement. This 
integral aids in the recovery of the solar cells from severe solar heating and reduces the 
operating temperature of the solar cells  (Zhou, Pei, Nasir et al., 2021).

Besides the shape of the pipe, the pavement materials themselves influence the heat 
exchange efficiency between the pavement and the pipe. A study showed that using 
conductive asphalt improved the solar extraction energy from the pavement to the pipe. 
A study shows that using conductive material, conductive hot-mix asphalt (limestone 
aggregates + silica sand + slag filler in place of limestone filler + 4% steel wool fibers) 
improved 20.94% thermal efficacy compared to normal hot-mix asphalt (all aggregates 
comprised limestone) (Abbas & Alhamdo, 2024). 

Although the study of the pipe design provides robust data, more investigation is needed 
to examine how the various layouts affect pavement maintenance and longevity over a 
long period. Furthermore, the tribology effects on the PSC system and lifetime should be 
considered to guarantee its feasibility from various points of view.

Polyethylene Pipes

Polyethylene pipes in the upper layers of the pavement circulate fluid in a pavement solar 
collector (PSC). The pavement surface heats due to heat absorption from solar radiation, 
which is then transferred to the circulating fluid. Research conducted by Johnsson and 
Adl-Zarrabi (2020) found that modifying the albedo, fluid flow rate, and pipe spacing has 
an impact on the PSC’s performance. The authors discovered that by adjusting the albedo 
and flow rate of the fluid, efficiency increased to 49%. However, when pipes are positioned 
closely, they present extra limitations. It is important to avoid excessively small bending 
radii for pipes to prevent damage. Additionally, if multiple pipes are placed in the pavement, 
the pavement’s load-bearing capability will be affected. In general, a deeper position 
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and closer spacing between pipes result in a greater amount of generated electricity. The 
harvested energy has been measured at 245 kWh/m2, boasting a solar efficiency of 42%.

Rubber and Copper Pipe

Apart from the polyethylene material, copper and rubber pipe were also used for 
investigation at the maximum outlet temperature. A study on serpentine copper and rubber 
pipes by Ahmad et al. (2018) proved that sustainable energy production by utilizing 
pavement surfaces as heat collectors is feasible. Henceforth, the calculation of solar 
efficiency under the paved surface using the finite element approach is needed. Serpentine, 
copper, and rubber pipes were employed in asphalt pavement. ANSYS software was used 
to prepare a model of asphalt pavement with dimensions of 300 mm x 500 mm. The asphalt 
surface is embedded with 40-mm-diameter serpentine copper and rubber pipes. Solar 
heat is gathered at 50-, 100-, and 150-mm depths in asphalt pavement. Coordinates are 
generated to locate the fluid flow in the pipes at the inlet and outlet. The meshing process 
of the two regions has been established, where one represents the link between pipes and 
asphalt pavement, and the second is between pipes and fluid flow in pipes. The results show 
that the maximum outlet temperature for rubber pipes was less than 12.63% compared 
to copper pipe at a 50-mm depth. Besides ANSYS, transient system simulation software 
(TRNSYS) has also been used to investigate the PSC efficiency of using a copper serpentine 
pipe through the evaluation of the temperature differential between the input and output 
of the pipe (Al-Manea et al., 2022). Table 1 summarizes the pavement and pipe material.

Table 1 
Summary of pavements and pipe material for specific environmental conditions and practical application

Material Properties Practical application
Conductive asphalt High thermal conductivity; durable 

under various temperature
Regions with high-temperature fluctuations 
(e.g., hot summers and cold winters)

Polyethylene (PE) High corrosion resistance, impact 
and pressure

Suitable for air with high water pressure

Copper Good thermal conductivity, 
corrosion resistance, easy to joints

Ideal for humid environment 

Rubber High flexibility, thermal insulation, 
and abrasion resistance.

High traffic zone

TYPES OF PIPE’S LIQUID AND ITS EFFICIENCY

Fluid flows through pipes to store heat energy. The rate of fluid flow has an effect on the 
amount of energy gathered. According to Johnsson and Adl-Zarrabi’s (2020) research, 
increasing the fluid flow rate decreases the average fluid temperature, thereby improving heat 
transfer. If the flow rate is exceedingly low, the Pavement Solar Collector (PSC) will perform 



1197Pertanika J. Sci. & Technol. 33 (3): 1185 - 1207 (2025)

Solar Energy Harvesting for Road Pavements Application

inefficiently because of the small temperature difference between the fluids and the pavement 
layer. An increased fluid flow rate decreases the mean pavement temperature (Johnsson & 
Adl-Zarrabi, 2020). Therefore, the study revealed that increasing the fluid flow rate from 
0.02 L/s to 0.17 L/s resulted in a rise in captured energy from 140 kWh/m2 to 280 kWh/m2.

Besides the fluid flow rate, the physical and thermal properties of the fluid, including 
density, specific heat capacity, and thermal conductivity, were important in investigating 
their influences on heat transfer in the PSC system. Additionally, compressibility and 
viscosity are important properties of a fluid from the standpoint of fluid mechanics 
(Nakayama, 2018). 

Water

Water is a common fluid that is accessible, low-cost, and used in solar-collecting pipes. 
Cycled water in pipe systems collects heat energy and carries the extracted energy out 
of pavement solar collectors (Zaim et al., 2020). Therefore, an accurate calculation of 
the circulating water temperature is critical for analyzing the PSC’s performance. Water 
was pumped at a constant rate and ejected at atmospheric pressure. Many distinct kinds 
of velocity initial conditions are employed at the pipe set’s inlet and outlet portions, 
including intake velocity and outflow. As a result, the temperature of the water that has 
been stored within the storage tank began to rise in direct proportion to the flow rate of 
the returning water. The collector discharges water from the storage tank’s bottom side to 
reduce heat dissipation. Based on research, the temperature records from the data logger 
and thermocouples revealed a notable difference between the initial and final temperatures 
at various slab depths and sides. 

On the other hand, Zhou, Pei, Hughes et al. (2021) found that after 60 minutes of 
adding water to the asphalt slab, the surface temperature dropped from 80.6°C to 71.9°C. 
This also suggests that the heat pipe’s circulating water has lowered the asphalt’s surface 
temperature by 10.8%, which, by increasing the flow rate of the water, the efficiency of 
the pipes (Zhou, Pei, Hughes et al., 2021). However, Nasir et al. (2015) highlighted that 
increasing the flow rate of water does not reduce the pavement temperature significantly. 
Additionally, a comparable study discovered that changing the pipe’s depth to 25 mm from 
125 mm reduced the pavement temperature by 30%. Research has discovered that altering 
the temperature of the inlet water has the highest impact on the PSC system efficiency 
compared to the other parameters, such as water flow rate, solar radiation, and sun heat, 
as shown by a sensitivity analysis (Ahmadi et al., 2020).

Coolant (A Cooling Fluid)

The Pavement Integrated Photovoltaic Thermal System (PIPVT) absorbs solar energy 
and converts it to electricity. It also harvests some of the absorbed heat as thermal energy 
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using coolant circulated beneath the solar cells through serpentine copper pipes. The 
system increases solar energy utilization efficiency and can concurrently meet the power 
and thermal energy needs of households along the path.

Ethylene Glycol

Talib et al. (2017) conducted field tests on solar pavement under actual atmospheric 
conditions. The test consisted of asphalt pavement, an exchanger with a heat tube filled 
with ethylene glycol, solar heat, thermocouples, and data logging systems. The test set-up 
included empty steel pipes and steel pipes filled with ethylene glycol. At a depth of 150mm, 
ethylene glycol collected the highest amount of heat at 51.2°C. Over three days, the pipe 
temperature increased by 71% at a depth of 50mm, 78% at 100mm, and 62% at 150mm 
when using ethylene glycol. In comparison to a pipe without ethylene glycol, the impact 
of ethylene glycol was more apparent, and the pipe could hold additional heat.

Recommendation

Based on the findings, the optimum pipe design for pavement solar collectors is to have 
a pipe depth of around 50mm, pipe spacing of roughly 110mm and a fluid flow rate of 
0.17L/s. The additional recommendation is to have a serpentine pipe configuration and 
conductive asphalt for pavement material. Table 2 shows the justification for the optimum 
configuration for the solar pavement collector.

Table 2 
Summary of optimal pavement solar collector

Parameter Optimal value Justification
Pipe depth 50 mm Balances heat absorption with pavement structural integrity
Pipe spacing 110 mm center-to-

center
Ensure efficient heat collection and consistent flow 
distribution

Flow rate 0.17L/s Improve energy efficiency
Pipe configuration Serpentine Optimal temperature difference and fluid flow reduce 

pavement cracking
Pavement material Conductive asphalt Improve thermal flow across the pavement

MACHINE LEARNING-BASED (ML)

The emergence of machine learning (ML) brings huge add-ons through more detailed 
parametric studies, especially for experimental and numerical modeling, to save time 
and high computational costs. There were many ML algorithms available either as open 
source or by subscription. ML includes gated recurrent units (GRU), artificial neural 
networks (ANN), Bayesian structural time series modules (BSTS), autoencoder networks, 
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feedforward neural networks (FFNN), long short-term memory (LSTM), convolutional 
neural networks (CNN), bidirectional long short-term memory (Bi-LSTM), Bayesian neural 
network module (BNN), least squares support vector machines (LSSVM), and adaptive 
neuro-fuzzy inference system (ANFIS) as shown in Figure 5 (Milad et al., 2021). 

A study using ANN expanded the parametric studies by inputting the asphalt solar 
collector (ASC) system parameters, which were the thermal conductivity and surface 
absorptivity of asphalt, inlet water temperature, the water flow rate, solar irradiance, and 
time of day in the cold and warm months of November and August, investigating the outlet 
water temperature. The temperature difference between inlet and outlet water is 24 °C, with 
45% thermal efficiency in August. Meanwhile, the temperature difference in November is 
14 °C, with 35% thermal efficiency (Masoumi et al., 2020). Besides conducting parametric 
studies, the ANN model is also used in prediction investigations. In a study using an ANN 

Figure 5. Machine learning model flowchart summary from literature
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algorithm to predict the ASC layer temperature, The determination of the ASC layer under 
the influence of temperature is important for understanding its structural capacity due to 
its viscoelastic behavior (Nojumi et al., 2022). Therefore, prediction accuracy is required 
based on the input parameters (Abo-Hashema, 2013). 

Another study used three different machine learning models to create a prediction 
model for ASC temperature using the autoencoder networks FFNN and LSTM. The 
algorithms show that the applied machine learning achieved accurate predictions, where the 
temperature was recorded between 2.80°C and 0.51°C for the mean absolute error (MAE). 
The autoencoder network model demonstrates the highest accuracy in predicting asphalt 
temperatures, followed by the FFNN and LSTM models. These studies also demonstrated 
that having additional input parameters such as wind speed and relative humidity enhanced 
the machine learning models significantly (Ghalandari, Shi et al., 2023). Besides predicting 
the asphalt pavement temperature, ML can also be used to predict the pavement’s base and 
subgrade layer temperatures. A study developed a new ML approach using air temperature 
and number of days to predict the average daily temperature at the base and subgrade layers 
(Huang et al., 2023). Researchers used air temperature and pavement depth (0, 2, 5.5, and 
7 cm) data for asphalt across different seasons (winter, summer, spring, and autumn) from 
the entire Gaza Strip between March 2012 and February 2013. The parameters were used 
as input in four types of ML, which were CNN, LSTM, Bi-LSTM, and GRU, to predict 
asphalt pavement temperature (APT) based on the input parameters (air temperature, depth, 
and seasons). The result of Bi-LSTM shows a robust APT prediction system and fine-tunes 
the training parameters (Milad et al., 2021). 

The ML approach is also used to assist in decision-making for road maintenance 
during the winter season. Since the thermal environment is complex in winter conditions, 
the prediction result for the pavement temperature should be a probability distribution 
instead of a single value. The author developed two different ML models in this case: 
BSTS and BNN. The BNN module shows a significant relationship between the two factors 
of slippery index and pavement surface condition and pavement surface temperature at 
0°C. On the other hand, the BSTS algorithm consists of four sections: the local linear 
trend, seasonal component, regression component, and uncertainty of pavement surface 
temperature. The regression component shows a significant importance section for the 
BSTS module compared to the rest of the sections (Li et al., 2022). In the latest work, 
the author developed a hybrid model of finite element modeling with a machine learning 
algorithm to reduce the computational time required to conduct a parametric study. The 
studies examine the relationships between the pipe depth, temperature inlet, and length of 
the pipe to assess their impact on the thermal responses of the PSC. The findings reveal 
that, among the investigated inputs, the length of the pipe exerts the most significant 
impact on the outcomes. The research predicts that, over the course of a year, the heat 
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energy capacity can reach an impressive 1.17 GJ/m2 with less than 2% error (Ghalandari, 
Hernando et al., 2023). On the other hand, a study excluded pipe design and only assessed 
these four parameters (water inlet temperature, water flow rate, solar radiation, and sun 
heat) using ANN, ANFIS, and LSSVM machine learning models for parametric studies. 
The result shows that the LSSVM had the best approach and predictability compared to 
the rest of the investigated ML because the modeling had less deviation compared to the 
experimental data (Ahmadi et al., 2020).

Therefore, ML algorithms significantly enhance experimental and numerical modeling 
by reducing computational costs and time through parametric studies. Besides that, ML 
helps the design engineer predict thermal performance and optimize systems in complex 
environments.

FUTURE DIRECTIONS

Future studies should focus on addressing the current dearth of comprehensive studies 
integrating machine learning into PSC research, particularly ones that encompass all 
essential inputs, such as pavement surface, sub-layers, the material composition of the 
pavement surface and sub-layers, pipe material, pipe design, pipe depth, airspeed on the 
pavement surface at various heights, pipe design and thickness, type of liquid, and the 
liquid’s flow rate. In addition, researchers need to assess the mechanical properties and 
behavior of PSC subjected to a range of temperatures and moisture. There were studies 
by Curiosity Lab in Georgia and New York where they embedded solar panels and smart 
city sensors into paving to generate electricity to power electric car charging ports. These 
pilot projects are expected to expand to prove that this technology is reliable and able to 
support the growth of electric vehicles (Skip, 2020).

Apart from converting solar to electrical energy, recent studies show a growing trend in 
solar harness technologies like the photovoltaic cells being used for hydrogen production 
(solar to hydrogen). Since the current energy production is insufficient, researchers are 
seeking alternative eco-friendly energy at a lower cost. A study shows that the level cost of 
energy (LCOE) of using solar to hydrogen system brings less than $2/kWh at the optimal 
conditions, with PV output reaching 100W while reducing carbon emission by up to 13% 
(Shboul et al., 2024). Further, a study hybrid on the spiral fluid solar photovoltaic thermal 
collector (SPVTC) with small-scale Hoffman’s electrocatalytic hydrogen production cell 
(EHPC) improves the electrical power and hydrogen productivity of PV and EHPC by 
investigating the cooling fluid (water and air) at different flow rates. The results show 
an improvement in hydrogen daily production from 3.07 kgH2/d to 3.24–4.41 kgH2/d, 
while the electricity productivity increased from 69.45 kWh/d to 92.45 kWh/d–74.77 
kWh/d. Economic analysis shows that the optimized system of PV-EHPC results in lower 
hydrogen production costs by 7.04% to 32.10% (El-Hadary et al., 2023). On the other 
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hand, the performance of PVTC-EHP for hydrogen production can be predicted by using 
artificial intelligence modeling consisting of vector functional links and mayfly optimizers. 
The modeling helps the author enhance its prediction accuracy and optimize the system 
performance, resulting in more reliable and validated results (Elaziz et al., 2021). This 
system also contributes to the sustainable development goals by promoting green energy 
solutions.

Utilizing the technology for hydrogen production adds beneficial value in terms of 
economic, environmental and social perspectives to the current solar energy harnessing 
technology.

CHALLENGES AND LIMITATION

The implementation of pavement solar collectors (PSC) and other solar energy systems 
presents several challenges and limitations that need to be addressed for successful adoption. 
Three points of view needed to be looked into: structural integrity, heat transfer efficiency, 
and economic feasibility. The PSC system for road pavement faces challenges in managing 
heavy traffic, affecting the pavement’s load-bearing capacity. Additionally, the high costs 
associated with installing solar energy harnessing systems and ongoing maintenance present 
significant limitations, especially during the initial stages. Effective implementation requires 
specific locations and substantial subsidies or incentives to accelerate the adoption of these 
technologies. Given their expense, it is essential to enhance the efficiency of current solar 
energy systems to maximize energy capture within a limited area.

CONCLUSION 

Researchers across engineering fields have widely investigated solar energy harvesting 
technology for a sustainable future. The implementation of Pavement Solar Collectors 
(PSC) systems in big cities leads to clean energy harvesting, improving pavement service 
life, and mitigating the urban heat island (UHI) effect. Based on the literature on PSC 
systems, the following main conclusion can be drawn:

1. The PSC system transforms a considerable amount of radiant energy from solar 
energy into heat and utilizes it. This approach is among the most widely used and 
implemented techniques for renewable energy sources, as it has industrialized to the 
furthest degree. It is possible to implement the studied system, and it has significant 
potential to emerge as a prominent energy source, further reducing reliance on fossil 
fuels. Solar collector pavement technology uses photovoltaics or photothermal 
transduction agents (PTAs) for solar energy conversion, enabling electricity or thermal 
power generation.
2. Compared to the other parameters investigated, the length of the pipe and inlet water 
temperature most influence the temperature outlet of the PSC system. In addition, the 
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serpentine pipe design at 50 mm in depth produced the highest outlet temperature, 
showing that this configuration had the most effective heat absorption from the 
pavement surface to the buried pipe. However, it’s crucial to balance thermal efficiency 
with structural integrity, as pipes placed too close to the surface can compromise the 
pavement’s load-bearing capacity.
3. Future work on this technology was seen to develop an efficient multi-functional 
renewable energy system, which is hydrogen production powered by solar power. 
The integration of electrolytic hydrogen production cells (EHP) with the photovoltaic 
(PV) system showcases a sustainable method of generating hydrogen, a green energy 
to meet the world’s energy demand. 
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ABSTRACT
Carbon emissions from fossil fuels significantly contribute to global warming. To mitigate these 
emissions, Electric Vehicles (EVs) and renewable energy stored in Energy Storage Systems (ESS) 
have been introduced to achieve net-zero carbon emissions. Various types of batteries, including 
Lithium-Ion (Li-Ion), Lead Acid (Pb-Acid), and Nickel Cadmium (NiCd), are used in EVs and ESS 
to meet the increasing demand. This article examines the effect of different battery profiles on the 
performance of batteries in ESS. The paper presents a simulation study of an EV charging system 
using MATLAB, incorporating a 600 V ESS battery with a 100 Ah capacity and an EV battery rated 
at 400 V and 50 Ah. The study explores the charging and discharging performance of Li-Ion, Pb-Acid, 

and NiCd batteries and investigates the impact 
of different battery connection arrangements and 
aging factors on battery performance. According 
to the findings, the state of charge (SOC), 
voltage, and current significantly influence 
battery charging and discharging performance. 
The results suggest that Li-Ion batteries with 
series-parallel connections outperform others, 
maintaining approximately 49.93% SOC 
with a minimal 0.07% drop after 10 seconds. 
Furthermore, aging batteries show a faster SOC 
decline, with Li-Ion batteries demonstrating the 
most stable performance across metrics. The 
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research highlights that series-parallel Li-Ion configurations best support EV charging applications 
due to their efficiency and durability.

Keywords: Battery properties, electric vehicle, energy storage system 

INTRODUCTION

Vehicles powered by gasoline play a significant role in emitting carbon, adversely impacting 
the environment. In 2015, such vehicles were responsible for 40% of the world's carbon 
dioxide emissions, projected to double by 2050 (Al-Hanahi et al., 2022; Jeon et al.,2021). 
Carbon emissions significantly contribute to global warming and climate change, resulting 
in extreme weather events. To achieve zero carbon emissions, electric vehicles (EVs) 
present a viable alternative to reduce the number of gasoline-fueled vehicles on the road 
(Umair et al., 2024; Said et al., 2015; Said, 2021; Said & Elloumi, 2022). EVs can operate 
with the same potential as gasoline-fueled vehicles while benefiting the environment by 
producing no carbon emissions. EVs and energy storage systems (ESS) rely on batteries 
for power by utilizing various types of batteries such as Lithium-Ion (Li-Ion), Lead-Acid 
(Pb-Acid), and Nickel-Cadmium (NiCd). However, several battery parameters must be 
considered when designing and modeling ESS and EVs. The parameters used to assess 
battery performance in ESS and EVs include state of charge (SOC), depth of discharge 
(DOD), state of discharge (SOD), battery efficiency, temperature, and degradation 
(Rosewater et al., 2019; Schommer et al., 2024). It is important to select the appropriate 
battery type to optimize system performance.

One major issue is the lack of an adequate model to analyze EV charging performance, 
which hinders the development of public charging infrastructure (Alghamdi et al., 2020; 
Arfeen et al., 2010). To increase the widespread use of EVs, a robust charging performance 
infrastructure must be established to support the growing demand (Al-Hanahi et al., 2022; 
Samadani et al., 2012). Different battery types affect the performance of ESS and EVs 
due to their unique characteristics. Each battery type exhibits varying performance and 
efficiency in charging and discharging, necessitating in-depth analysis and simulation to 
understand these differences (Gong et al., 2015). Li-Ion batteries exhibit higher energy 
density, longer cycle life, and lower self-discharge rates than Pb-Acid batteries (Miao et 
al., 2019; Talele et al., 2024; Bais et al., 2024; Jiang et al., 2024). Li-Ion batteries also 
have a relatively flat discharge voltage curve, offer stable output over a wide SOC range, 
and are lightweight (Hannan et al., 2018; Tran et al., 2021). While less expensive, Pb-Acid 
batteries are considered safer and have a flatter discharge voltage curve, making them 
suitable for cost-sensitive applications NiCd batteries, known for their temperature tolerance 
and reliability, fall between Pb-Acid and Li-Ion batteries in terms of energy density and 
weight. NiCd batteries can tolerate overcharging and deep discharging better but may be 
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susceptible to memory effects. The choice of battery technology in ESS and EVs depends 
on cost, cycle life, weight, safety, and specific application requirements.

The connection arrangement of the battery, whether in series, parallel or a combination 
series-parallel, also significantly influences battery charging and discharging performance 
(Gong et al., 2015). Additionally, charging and discharging can cause battery degradation, 
reducing cycle life and capacity due to the heat generated during these processes. This 
highlights the need for a comprehensive exploration of EV charging performance, 
considering battery connection arrangements and aging profiles (Timilsina et al., 2023; 
Lehtola & Zahedi, 2021). The connection arrangement of batteries in an ESS profoundly 
influences charging and discharging dynamics, whether in series, parallel, or combination 
configurations (Cho et al., 2019). In series connections, batteries are linked end-to-end, 
increasing the total voltage while maintaining the same overall capacity. In parallel 
connections, where batteries are connected with corresponding terminals, the total voltage 
is maintained while the overall capacity is improved. 

The series-parallel combination allows for achieving specific voltage, capacity, and 
current requirements. During charging, series and parallel configurations impact current and 
voltage distribution. The arrangement determines the overall voltage and current handling 
capabilities during discharging. Careful consideration of these connections is essential, 
including balancing individual batteries to prevent over-charging, over-discharging, and 
uneven current distribution. This ultimately influences the performance and lifespan of the 
ESS and EV (Cho et al., 2019). The aging factor in battery systems refers to the gradual 
degradation of a battery's performance over time, influenced by cycle life, calendar life, 
temperature, DOD, and charging practices (Li et al., 2023). This aging process significantly 
affects the SOC and SOD of the battery. As the battery ages, its capacity diminishes, 
reducing the achievable SOC during charging and the available energy during discharge. 
Additionally, changes in voltage characteristics and increased internal resistance further 
complicate accurate SOC estimation (Kumar et al., 2023; Said, 2021). 

The primary objective of this study is to develop and design a model for an ESS 
charging system using MATLAB. The study also aims to simulate and analyze the effect 
of three different battery types, Li-Ion, Pb-Acid, and NiCd, on charging and discharging 
performance. The research focuses on analyzing EV charging performance as influenced 
by the type of battery, connection arrangement, and aging factor of ESS. This study is 
particularly important due to the increasing demand for efficient and sustainable ESS in 
EVs. As EV adoption continues to grow, understanding the variation of battery performance 
and longevity is critical for optimizing charging systems. Previous research has primarily 
focused on individual aspects of battery performance or specific battery types without 
considering a holistic approach that simultaneously encompasses different battery 
chemistries, their arrangement, and aging effects.
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Contribution

The novelty of this paper lies in its comprehensive approach to studying the interplay 
between various battery types and configurations within an ESS charging system through 
a bidirectional DC-DC (BDC) converter to charge EV batteries. By employing MATLAB 
for simulation, the research provides detailed insights into how each variable affects 
overall performance. This study addresses a significant research gap by integrating 
multiple factors that influence EV charging efficiency and battery life, which have often 
been studied in isolation. The findings from this research contribute new knowledge to the 
literature, offering a more complete understanding of ESS dynamics with battery types, 
connections arrangement, and aging factors study and paving the way for advancements 
in EV technology and sustainable transportation solutions.

METHODOLOGY

Overall System

Figure 1 shows a complete layout diagram of the proposed AC-DC EV Charging Station 
with ESS integration. As per Nissan Leaf EV specifications, a 400 V with 40 kW power 
for each EV is considered for the charging station (Sundararajan & Iqbal, 2021). In this 
paper, ESS will help balance the supply and demand of energy for EV chargers using a 
bidirectional DC-DC converter. The system simulation is performed using MATLAB. Still, 
this study only focused on one type of mode, which is discharging ESS to EV Battery 

Figure 1. Layout diagram of proposed AC-DC EV Charging Station with ESS integration
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Integration, because this mode is crucial for optimizing the efficiency and reliability of 
EV charging stations. By focusing on discharging, the study aims to ensure that the energy 
stored in the ESS can be effectively and efficiently transferred to the EV batteries, a common 
and essential operation in practical scenarios. The ESS battery type was Li-Ion, Pb-Acid, 
or NiCd. The ESS was connected to a bidirectional converter connecting to the EV battery 
to allow bidirectional charging and discharging to operate in two directions.

Flowchart of System
The flowchart shows the data collection based on established standards in the simulation 
process. Parameters were defined, and the circuit design was developed accordingly. 
Subsequently, system testing was conducted to validate the design. A decision point was 
introduced to address potential errors. If an error was detected, the flowchart directed the 
process to troubleshooting steps. In the absence of errors, the simulation proceeded with 
different cases. Three cases are defined in this study: Case 1, Case 2, and Case 3.

Case 1 utilized Li-Ion, Pb-Acid, and NiCd with identical battery parameters but varying 
discharging characteristics based on their specific chemistry and discharge curves. Every 
type of battery will produce its battery properties.

Case 2 involved testing different 
connection arrangements of batteries. Series, 
parallel, and series-parallel connections were 
tested in the simulation, using six batteries 
connected in series and another set of six 
batteries connected in parallel. A combination 
connection arrangement with twelve batteries 
connected in a series-parallel configuration 
was included.

Case 3 explored the aging factor of the 
batteries. The performance of aged batteries 
was compared with non-aged batteries for a 
comprehensive assessment of performance 
changes over time.

Finally, the simulation concluded with 
an in-depth analysis of the results. This 
structured approach facilitated a systematic 
and comprehensive simulation process, 
allowing for efficient troubleshooting and 
the exploration of various scenarios in the 
simulation environment. The flowchart is 
shown in Figure 2.

Figure 2. Flowchart of system
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System Parameters

Table 1 represents the battery parameters of ESS and EV. A battery model was developed 
with three types of batteries: Li-Ion, Pb-Acid, and NiCd, to integrate with the ESS, while 
the EV only uses the Li-Ion type. The model ESS consists of one battery bank with 600 V 
100 Ah while the EV battery 400 V 50 Ah is connected in series. The battery model includes 
parameters such as types of battery, rated capacity, nominal voltage, initial SOC, rated 
power, and connection. SOC indicates the current charge level of a battery as a percentage 
of its total capacity. In simple terms, SOC represents how much energy is currently stored 
in the battery relative to its full capacity (Singh et al., 2023). SOC expression is shown 
in Equation 1. In battery configuration, there are two processes which are charging and 
discharging.  The expression of charging and discharging expression is shown in Equations 
2 and 3.

Table 1 
Battery parameters of ESS and EV

Performance Characteristics
Energy Storage System (ESS) 
Battery

Electric Vehicle (EV) Battery

Types of Battery Lead acid, Lithium-ion, and 
Nickel Cadmium

Lithium-ion

Rated Capacity
(Ah)

100 50

Nominal Voltage
(V)

600 400

Initial State of Charge
(%)

50 50

Rated Power
(kWh)

60 20

Connection series, parallel, series-parallel series
Aging effect Aging effect (50 cycles) 

Without the Aging effect (zero 
cycle)

Not applicable

(1) 
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Converter Circuit and Battery Connection 

Figure 3 shows the ESS battery model with an integrating buck-boost BDC to charge the 
EV battery. The theoretical equation for the buck-boost bidirectional converter is presented 
below:

The equations describe the relationship between input and output power. Equation 
4 shows that input power (𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

) is the product of input voltage (𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 
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𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 
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Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

) as the product of output voltage (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

) and 
output current (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

). Equation 6 expresses output power in terms of output voltage squared 
divided (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

)by load resistance (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

). 

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

 [4]

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

 [5]

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

 [6]

Equation 7 defines the duty cycle (𝐷𝐷 =  
|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
 ) of a converter as the ratio of the absolute value 

of the output voltage 
𝐷𝐷 =  

|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

 
 to the sum of the input voltage (

𝐷𝐷 =  
|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
 

) and the absolute output 
voltage. The duty cycle determines the proportion of time the switch is on during each 
cycle, affecting the overall voltage regulation and power transfer efficiency of the converter.

𝐷𝐷 =  
|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
  [7]

Equation 8 represents the inductor current (𝐼𝐼𝐿𝐿 =  
𝑉𝑉𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 ) in a converter, calculated as the product 
of the input voltage 

𝐷𝐷 =  
|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
 

 and the duty cycle 𝐷𝐷 =  
|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
 , divided by the resistance 

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

 and the square 
(

𝐼𝐼𝐿𝐿 =  
𝑉𝑉𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 
). This equation helps determine the current flowing through the inductor, which is 

critical for analyzing the converter's operation and performance, particularly in managing 
energy storage and power delivery.

𝐼𝐼𝐿𝐿 =  
𝑉𝑉𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2  [8]

Equations 9 and 10 describe the maximum (

 inductor. 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 +
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 (9) 

 

𝐼𝐼𝑚𝑚𝑃𝑃𝑃𝑃 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 −
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 

 

(10) 

Equation 11 calcu 

) and minimum inductor currents  
(

 inductor. 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 +
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 (9) 

 

𝐼𝐼𝑚𝑚𝑃𝑃𝑃𝑃 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 −
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 

 

(10) 

Equation 11 calcu 

) in a converter, where (
𝐷𝐷 =  

|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

 
) is the input voltage, (𝐷𝐷 =  

|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

 ) in duty cycle, (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

) is the load 
resistance, (

 inductor. 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 +
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 (9) 

 

𝐼𝐼𝑚𝑚𝑃𝑃𝑃𝑃 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 −
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 

 

(10) 

Equation 11 calcu 

) is switching time, and (

 inductor. 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 +
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 (9) 

 

𝐼𝐼𝑚𝑚𝑃𝑃𝑃𝑃 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 −
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 

 

(10) 

Equation 11 calcu 

) is inductor.
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Muhammad Izzul Mawardi, Nik Hakimi Nik Ali, Muhamad Nabil Hidayat, Ezmin Abdullah, Muhammad Umair, Ahmad Sukri Ahmad and 
Muzakkir Mohammad Zainol inductor. 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 +
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 (9) 

 

𝐼𝐼𝑚𝑚𝑃𝑃𝑃𝑃 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 −
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 

 

(10) 

Equation 11 calcu 

 [9]

 inductor. 

𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 +
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 (9) 

 

𝐼𝐼𝑚𝑚𝑃𝑃𝑃𝑃 =  =  
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷

𝑅𝑅(1 − 𝐷𝐷)2 −
𝑉𝑉𝑃𝑃𝑃𝑃𝐷𝐷𝐷𝐷

2𝐿𝐿
 

 

(10) 

Equation 11 calcu 

 [10]

Equation 11 calculates the minimum inductance (𝐿𝐿𝑚𝑚𝑃𝑃𝑃𝑃 =  
(1 − 𝐷𝐷)2𝑅𝑅

2𝑓𝑓𝑠𝑠
 ) necessary for proper operation 

of a converter, given (𝐿𝐿𝑚𝑚𝑃𝑃𝑃𝑃 =  
(1 − 𝐷𝐷)2𝑅𝑅

2𝑓𝑓𝑠𝑠
 ) where (𝐷𝐷 =  

|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

 ) is the duty cycle, (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

) is the resistance, and  

(𝐿𝐿𝑚𝑚𝑃𝑃𝑃𝑃 =  
(1 − 𝐷𝐷)2𝑅𝑅

2𝑓𝑓𝑠𝑠
 ) is the switching frequency. This equation helps ensure that the inductor is sized correctly 

to maintain circuit stability and minimize current ripple.

𝐿𝐿𝑚𝑚𝑃𝑃𝑃𝑃 =  
(1 − 𝐷𝐷)2𝑅𝑅

2𝑓𝑓𝑠𝑠
  [11]

Equation 12 calculates the capacitance (𝐶𝐶 =  
𝐷𝐷
𝑅𝑅𝑅𝑅𝑓𝑓𝑠𝑠

 ) needed in a converter circuit, given by  

(𝐶𝐶 =  
𝐷𝐷
𝑅𝑅𝑅𝑅𝑓𝑓𝑠𝑠

 ) where (𝐷𝐷 =  
|𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |

𝑉𝑉𝑃𝑃𝑃𝑃 + |𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 |
 ) is the duty cycle, (

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃  (4) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 𝐼𝐼𝑃𝑃𝑃𝑃𝑃𝑃  (5) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑉𝑉𝑃𝑃𝑃𝑃𝑃𝑃 2

𝑅𝑅
 

(6) 

  

 

Equation 7 defines the duty cycle (𝐷𝐷) of a converter as the ratio of the absolute v 

) is the load resistance,(
𝐶𝐶 =  

𝐷𝐷
𝑅𝑅𝑅𝑅𝑓𝑓𝑠𝑠

 
) is a ripple voltage, and  

(𝐿𝐿𝑚𝑚𝑃𝑃𝑃𝑃 =  
(1 − 𝐷𝐷)2𝑅𝑅

2𝑓𝑓𝑠𝑠
 )is the switching frequency. This equation helps determine the appropriate capacitor 

value to ensure stable voltage regulation and minimize voltage ripple in the circuit.

𝐶𝐶 =  
𝐷𝐷
𝑅𝑅𝑅𝑅𝑓𝑓𝑠𝑠

  [12]

However, this simulation focuses only on the battery part of ESS by considering 
different battery types, connections, and aging factors. The Li-Ion batteries are connected 
in three ways: series connection, parallel connection, and series-parallel connection, as 
shown in Figures 4, 5, and 6. The voltage input to the ESS is set at 600 V. The function 
of the buck-boost bidirectional converter is to adjust the directional flow of charging and 
discharging with the current stability to the EV battery from ESS by using the proportional-
integral (PI) Controller algorithm. The connection arrangement of the battery was compared 
between series, parallel, and series-parallel configurations. Finally, the battery aging factor 
was applied to compare with a non-aging battery only for Li-Ion battery in MATLAB 
because Li-Ion batteries exhibit more complex degradation mechanisms compared to 
Pb-Acid and NiCd batteries and limitations on MATLAB block. In this simulation, the 
battery is cycled 50 times to show the effect of aging and compare it with a battery with a 
zero life cycle. A new battery means zero life cycle. A new battery that has not undergone 
any charge or discharge cycles. This battery is used as a baseline to compare the effects 
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of aging. A battery that has been cycled 50 times to simulate aging. This battery is used 
to study the impact of 50 charge or discharge cycles on its performance. All these factors 
were observed and analyzed, including the battery's SOC, voltage, and current performance 
(Singh et al., 2023).

Figure 3. The circuit design for different types of batteries and the aging factor of ESS and EV

In a series connection, the batteries are connected end-to-end, positive to negative, 
to increase the overall voltage while keeping the same capacity (Gong et al., 2015). The 
expressions for total voltage and total capacity are shown in Equations 13 and 14.

Figure 4. The circuit design of the system for series connection battery
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Voltagetotal =  V1 + V2 + V3 + Vn   [13]

Capacitytotal =  Capacity1 =  Capacity2 = Capacity3 = Capacityn  [14]

In a parallel connection, the batteries are connected positive to positive and negative to 
negative to increase the overall capacity while keeping the voltage the same (Gong et al., 
2015). The expression of total voltage and total capacity is shown in Equations 15 and 16.

Figure 5. The circuit design of the system for parallel connection battery
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Vtotal =  V1 =  V2 = V3 = Vn  

Capacitytotal =  Capacity1 +  Capacity2 + Capacity3 + Capacityn   [16]

In a series-parallel connection, the batteries are connected, with some in series and 
others in parallel. In the series portion, batteries are connected positive to negative, 
increasing the overall voltage while keeping the same capacity. In the parallel portion, 
batteries are connected positive to positive and negative to negative, increasing the overall 
capacity while maintaining the same voltage (Gong et al., 2015). The expressions for total 
voltage and total capacity are shown in Equations 17 and 18. where  𝑃𝑃𝑠𝑠   𝑃𝑃𝑃𝑃    is the number of 
batteries in a series, V is the voltage of a single battery, and  𝑃𝑃𝑠𝑠   𝑃𝑃𝑃𝑃    is the number of parallel 
groups, and C is the capacity of a single battery.
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Figure 6. The circuit design of the system for series-parallel connection batterycircuit design of the system for series-parallel connection battery 

 

 (17) 

 

 (18) 

PI Controller Algorithm 

Capacitytotal =  np  × C 

Vtotal =  ns  × V  [17]

circuit design of the system for series-parallel connection battery 

 

 (17) 

 

 (18) 

PI Controller Algorithm 

Capacitytotal =  np  × C 

Vtotal =  ns  × V 

 [18]

PI Controller Algorithm

Figures 7 and 8 present the charging and discharging control algorithms for the buck-
boost bidirectional converter to integrate ESS into EV operation. A proportional-integral 
(PI)-based Pulse width Modulation (PWM) generator is implemented for controlling the 
bidirectional battery charger circuit using a buck-boost converter with constant-current (CC) 
100 A and constant-voltage (CV) 400 V for the EV battery. The comparator compares the 
reference current and actual current, the output of the comparator generator error signal. 
The EV battery charges while the ESS battery discharges simultaneously during the buck 
operation. The converter’s input voltage is the DC-link voltage 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑆𝑆 generated by the 
ESS battery, and the output of the converter is the battery voltage 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑉𝑉. The control 
algorithm in Figure 7 regulates the charging process by controlling the two IGBT switches 
(S_1 and S_2). Initially, the DC-link voltage 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑆𝑆 energizes both the inductor and the 
EV battery. Once the inductor is fully energized, the battery is charged solely by the energy 
stored in the inductor. The algorithm compares the measured 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑉𝑉 with the desired 
EV battery voltage. The PI voltage controller then minimizes and eliminates the errors to 
ensure they are equal until the EV battery reaches 100% SOC. 

In the boost operation, the control algorithm in Figure 8 regulates the discharging of 
the EV battery and the charging of the ESS battery simultaneously. The converter’s input 
voltage is the DC-link voltage 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑉𝑉 generated by the EV battery, and the output of the 
converter is the battery voltage 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑆𝑆. The control algorithm manages the discharging 
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process by controlling the two MOSFET switches (S_1 and S_2). Initially, the DC-link 
voltage 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑉𝑉 energizes the inductor and the ESS battery. Once the inductor is fully 
energized, the ESS battery is charged solely by the energy stored in the inductor. The 
algorithm compares the measured 𝑉𝑉𝑏𝑚𝑚𝑃𝑃𝐸𝑆𝑆 with the desired ESS battery voltage. Figure 
9 shows the operation switch of the BDC to change between two modes: Buck mode 
(charging the EV by discharging the ESS) and Boost mode (discharging the EV by charging 
the ESS). After the mode operation is selected, the battery current reference 𝐼𝐼𝑏𝑚𝑚𝑃𝑃_𝑅𝑅𝑒𝑓𝑓 
sends a signal to the PI current controller, as shown in Figure 10, to control the PWM of 
the two MOSFETs.

Figure 7. Reference current for charging EV operation

Figure 8. Reference current for discharging EV operation

Figure 9. Operation switching of BDC
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Figure 10. PI Controller used for PWM (Pulse Width Modulation) control

SIMULATION RESULTS 

Case 1 – Battery Types

Figure 11 illustrates the SOC, voltage, and current of three different types of batteries: Pb-
Acid, Li-Ion, and NiCd over time. All three batteries show a decrease in SOC, as expected 
during discharge. The Pb-Acid battery (blue line) has the steepest slope, indicating the 
fastest discharge rate. In contrast, the Li-Ion battery (red line) has a moderate slope, showing 
a slower discharge rate compared to Pb-Acid but faster than NiCd. The NiCd battery (yellow 
line) has the least steep slope, indicating the slowest discharge rate. Initially, time, t=0, all 
three batteries start with a SOC of 50%. By t=10, the SOC of the Pb-Acid battery drops 
to about 49.75%, the Li-Ion battery to around 49.8%, and the NiCd battery maintains the 
highest SOC at about 49.85%. It is observed that the SOC of Pb-Acid, Li-Ion, and NiCd 
dropped by 0.5%, 0.4%, and 0.3% in 10 seconds, respectively.  The Li-Ion battery has the 
highest nominal voltage at around 640 V, followed by NiCd at approximately 620 V and 
Pb-Acid at about 560 V, showing minimal fluctuations over time. It was found that the 
nominal voltage of Li-Ion was around 14.29% higher than the nominal voltage of Pb-Acid 
batteries for a defined period t=10. The current readings reveal that Pb-Acid delivers a 
higher and more stable current, around 80 A, indicating a more constant load, while the 
Li-Ion and NiCd batteries, both around 75 A, show more fluctuations, reflecting dynamic 
responses to load changes. This trend highlights that Pb-Acid batteries, with higher internal 
resistance and lower efficiency, discharge more quickly. In contrast, Li-Ion batteries, with 
higher energy density and better efficiency, discharge more slowly. Despite having lower 
energy density than Li-Ion, NiCd batteries are robust and have a lower self-discharge 
rate, resulting in the slowest SOC decrease among the three types. Overall, the observed 
current and voltage levels align with the characteristics of these battery types, with Pb-Acid 
typically providing higher discharge currents compared to Li-Ion and NiCd.
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(a)

(b)

(c)

Figure 11. Result of battery Li-Ion, Pb-Acid, NiCD (a) SOC, (b) Voltage, (c) Current of different types of 
battery

Case 2 – Different Connection Arrangement of Battery

Figure 12 illustrates the SOC voltage and current for three battery configurations, series, 
parallel, and series-parallel, over time using a Li-Ion battery. All configurations show a 
decrease in SOC during discharge, with the series configuration (blue line) exhibiting the 
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(a)

(b)

(c)

Figure 12. Result of battery connection (a) SOC, (b) Voltage, (c) Current of different battery arrangement
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steepest slope, indicating the fastest discharge rate, dropping from 50% to about 49.82% 
by t=10 seconds. The parallel configuration (red line) shows a moderate discharge rate, 
decreasing to around 49.96%, while the series-parallel configuration (yellow line) maintains 
about 49.93% SOC, indicating the slowest discharge rate. Initially, all configurations start 
with a SOC of approximately 50%. As time progresses, the series configuration consumes 
energy more rapidly, while the series-parallel configuration retains charge most efficiently, 
making it suitable for applications requiring prolonged energy availability. The battery's 
SOC for series, parallel and series-parallel configurations dropped by 0.18%, 0.04%, and 
0.07%, respectively. Voltage stability is observed across all configurations, with the parallel 
configuration having the highest nominal voltage, averaging around 645 V, followed 
by series-parallel at approximately 640 V and series at about 635 V. Minimal voltage 
fluctuations suggest reliable performance under load. Current fluctuations indicate varying 
load conditions, with the parallel configuration showing the highest and most variable 
current, averaging around 100 A, the series-parallel configuration averaging about 85 A 
with moderate fluctuations, and the series configuration having the lowest and most stable 
current, averaging around 70 A, indicating consistent performance under load. Overall, 
the series-parallel configuration demonstrates the best balance of discharge rate, voltage 
stability, and current consistency, making it ideal for applications requiring steady and 
prolonged energy output.

Case 3 – Battery Aging Factor

Figure 13 shows the SOC over time with and without the aging effect only for Li-Ion 
because the batteries exhibit more complex degradation mechanisms compared to Pb-Acid 
and NiCd batteries. Both lines decrease over time, as expected during battery discharge. 
The line with the aging effect (blue) has a steeper slope, indicating a faster discharge rate. 
In comparison, the line without the aging effect (orange) has a gentler slope, showing 
slower discharge and better efficiency. At the start (t=0), both configurations begin with a 
SOC of approximately 50%. By time t=10, the SOC with aging decreases to about 49.6%, 
whereas it remains higher at around 49.85% without aging. It was found that the SOC of a 
battery without aging decreased by 0.15% after 10 seconds, but the SOC of an aged battery 
decreased by 0.4%.  This illustrates that the battery, without aging, retains its charge better, 
reflecting optimal performance. The graph highlights that aging leads to a faster SOC 
decline, emphasizing the importance of managing battery health. Additionally, the voltage 
with aging is slightly lower and exhibits moderate fluctuations, indicating increased internal 
resistance, while without aging, the voltage remains higher and more stable. The current 
with aging is lower overall and fluctuates slightly, whereas, without aging, the current is 
higher and more stable, reflecting better battery health and consistent current delivery under 
load. Overall, the battery without aging shows more stable performance across all metrics.
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(a)

(b)

(c)

Figure 13. The result of the comparison of aging batteries and non-aging batteries is (a) SOC, (b) Voltage, 
and (c) Current for the aging factor of the battery
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DISCUSSION 

The study examines the performance of different battery types and configurations in various 
scenarios. Pb-Acid batteries discharge the fastest due to higher internal resistance, while 
Li-Ion batteries offer moderate discharge rates with better efficiency and energy density. 
NiCd batteries exhibit the slowest discharge, benefiting from robustness and low self-
discharge rates. In terms of connection arrangements, the series configuration discharges 
rapidly, the parallel configuration maintains high voltage with variable current, and the 
series-parallel configuration provides a balance of efficient energy retention, stable voltage, 
and consistent current. Regarding the effects of aging, batteries without aging retain charge 
better, maintain more stable voltage and current, and underscore the importance of battery 
health management. Overall, Li-Ion batteries in a series-parallel configuration are ideal 
for ESS applications to charge EV batteries, offering a balance of efficiency, stability, 
and adaptability to varying load conditions. Figure 14 illustrates the charging of EVs by 
discharging ESS using selected battery properties and connections. The SOC graph shows 
the EV battery's charge increasing from 50% to approximately 50.6% by t=10 seconds, 
indicating efficient charging, while the ESS battery's SOC decreases slightly from 50% 
to about 49.9%, reflecting its role as the energy source. The voltage graph indicates that 
the ESS battery maintains a stable voltage of around 600 V, while the EV battery holds a 
steady voltage of about 450 V, suggesting consistent performance. 

The current graph shows that the EV battery has a higher average current, around 100 
A, with more fluctuations. In contrast, the ESS battery maintains a lower average current, 
around 75 A, with less variability. This demonstrates effective energy transfer, with the 
ESS supplying steady energy while the EV battery charges efficiently, highlighting the 
system's reliability and effectiveness. From Equations 2 and 3 charging and discharging, 
the EV battery can receive a current of 100 A, fully charging from 0% to 100% SOC in 
approximately 30 minutes. Meanwhile, the ESS will fully discharge its 100 Ah capacity 
with a discharging current of 75 A in about 1 hour and 33 minutes. This demonstrates that 
the ESS, with a constant current controlled by a PI controller to minimize losses, can act 
as a backup supply, supporting nearly three complete charges of the EV battery with good 
efficiency.

CONCLUSION

The simulation study successfully developed an EV charging system model using 
MATLAB. The analysis showed that Li-Ion batteries are most suitable for ESS due to their 
high energy density and stable voltage profile.   The study also found that series-parallel 
battery connections enhance performance by 0.07%, offering balanced load distribution 
and improved maintenance. Additionally, the impact of battery aging was highlighted, 
emphasizing the need for effective battery management. As a result of the selected Li-Ion 
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(a)

(b)

(c)

Figure 14. Graph of Charging EV by discharging ESS (a) SOC, (b) Voltage, (c) Current for best battery 
properties and connection arrangement
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battery with no aging factor and series-parallel connection, the EV battery can receive 
a current of 100 A, fully charging from 0% to 100% SOC in approximately 30 minutes. 
Meanwhile, the ESS will fully discharge its 100 Ah capacity with a discharging current 
of 75 A in about 1 hour and 33 minutes. This demonstrates that the ESS, with a constant 
current controlled by a PI controller to minimize losses, can act as a backup supply, 
supporting nearly three complete charges of the EV battery with good efficiency. This 
research provides valuable insights into the automotive and renewable energy sectors, 
promoting more efficient and sustainable energy solutions. Future work should focus on 
advancements in battery technology and management systems to further optimize ESS 
and EV performance.
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ABSTRACT
Data quality has become a critical issue in research and practice in the era of exponential data 
generation and increasing reliance on big data analytics (BDA) across industries. This study conducts 
a thematic analysis of literature published between 2020 and 2024 to examine the prevailing trends, 
challenges, and advancements in data quality studies within the domain of BDA. Guided by the 
systematic thematic review methodology, the research analysed 34 peer-reviewed studies identified 
from SCOPUS and Web of Science (WoS) databases, using qualitative data analysis tools such as 
ATLAS.ti. The findings reveal five major themes: Ontology and Data Quality Frameworks, Big 
Data Analytics in Various Industries, Machine Learning and AI Integration, Governance and Data 
Stewardship, and Tools and Techniques for Data Analysis. These themes highlight a shift towards 
interdisciplinary approaches, integrating advanced technologies like Artificial Intelligence (AI) and 
the Internet of Things (IoT) to address data quality issues. Limitations include potential selection 
bias from database restrictions and the exclusion of subscription-based journals, which may limit the 
generalisability of the findings. The study contributes to the theory by providing a comprehensive 
synthesis of data quality trends and their implications across various sectors. Methodologically, 
it demonstrates the utility of thematic analysis for consolidating diverse research. Practically, the 
insights inform data practitioners and policymakers on governance and technological strategies for 

ensuring data integrity. This review is original 
in its systematic exploration of thematic trends 
in data quality, offering a valuable roadmap 
for future research and addressing the critical 
intersection of data quality and BDA.

Keywords: Artificial intelligence, big data analytics, 
data analytics, data quality, governance 
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INTRODUCTION

In an era characterised by an exponential increase in data generation and computational 
capabilities, the role of data quality within Big Data Analytics (BDA) has become 
paramount. As various sectors, including shipping, facilities management, and healthcare, 
increasingly rely on big data to drive decision-making and operational efficiency, the 
integrity and reliability of this factor cannot be overstated. Barba-González et al. (2024) 
emphasised that data quality should be the cornerstone of Artificial Intelligence (AI) 
initiatives from the onset, where measurement and evaluation of data quality are crucial to 
determining its usability for specific tasks. This perspective is crucial as industries adopt 
digital transformations, venturing into domains like Shipping 4.0, where BDA serves as a 
disruptive force enhancing operational energy efficiency (Bui & Perera, 2021).

Moreover, integrating BDA with technologies such as the Internet of Things (IoT) 
is recognised as a strategic investment by firms aiming to differentiate themselves 
in competitive markets (Côrte-Real et al., 2020). This integration also highlights the 
importance of data quality from sensor input in leveraging business value from BDA 
investments. The quality of sensor data is crucial in BDA, as errors like missing values, 
outliers, and drift can lead to incorrect decisions. Teh et al. (2020) provide a comprehensive 
review of sensor data quality issues and solutions, highlighting the importance of addressing 
these errors to ensure accurate insights. 

The multifaceted impact of data quality is also evident in its role in enhancing machine 
learning (ML) readiness for large-scale datasets (Hart et al., 2022) and in driving data-driven 
decision-making in marketing (Johnson et al., 2021). Medeiros et al. (2021) identify the 
increasing necessity for organisations to establish robust data quality policies and processes 
as regulatory demands grow and the scope of database analyses broadens across various 
business areas. As industries evolve, expectations from big data also shift, demanding not 
only the collection and storage of vast amounts of data but also ensuring that this data is of 
high quality to generate accurate and actionable insights. Therefore, it will be interesting 
to see the trends and patterns that emerge in research integrating data quality in BDA in 
the literature and the direction of future research. The purpose of this article is to conduct 
a thematic analysis of discussions on data quality in the domain of BDA that have been 
published between 2020 and 2024. 

METHODS

This section describes the methodology used in this thematic review. The term "thematic 
review" and the use of ATLAS.ti as a tool to conduct thematic review were introduced by 
Zairul (2020; 2021), Zairul et al. (2023), and Zairul and Zaremohzzabieh (2023). Clarke 
and Braun (2013) defined thematic analysis as a systematic process of identifying patterns 
and developing themes from a meticulous reading of the subject matter’s contents (Zairul, 
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2021). The study employs Thematic Review FlowZ (TreZ), which is protected by copyright 
under the registration number CRLY2023W02032 (Zairul, 2023). The method is employed 
because the study's methodology adheres to the thematic analysis procedure for conducting 
literature reviews. Figure 1 illustrates the thematic review flow in TreZ.

Figure 1. Thematic Review FlowZ (TreZ) (Zairul, 2023)

The TreZ outlines a systematic approach for conducting thematic literature reviews. The 
process begins with formulating a research question, defining the study's scope and focus, 
and ensuring the research is manageable and the conclusions are meaningful. The process 
followed with article screening using a minimum of two databases, Boolean operators and 
appropriate keywords for the search. Subsequently, articles are filtered using inclusion and 
exclusion criteria that are aligned with the research question and objective of the study. 
The fourth step involves a thorough double-checking of the metadata of the article and 
organising the data using reference management software like Mendeley. The final step is 
data extraction, where a thematic analysis is conducted using tools like ATLAS.ti to analyse 
the data and develop themes based on discussions of the subject matter in the selected 
articles (Figure 2). This methodology provides a structured framework for executing an 
exhaustive and effective literature review.

The next step involves identifying patterns and constructing themes to comprehend 
the trends related to data quality studies in BDA, as discussed in the literature from 2020 
to 2024. To ensure a comprehensive and relevant analysis, the selection of literature for 
this review was guided by specific criteria: (1) the publication date range from 2020 
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to 2024, ensuring the research is current and significant, (2) focusing on open-access 
articles, ensuring unrestricted access to the full text of studies, (3) including only articles 
in their final stage of publication, ensuring the use of completed and validated research, 
and (4) inclusion of key terms such as “data quality” and “big data analytics”, ensuring 
the focus on studies that are directly relevant to the main themes of this research. This 
methodical selection process helps capture a broad spectrum of contemporary insights and 
developments in this field.

Figure 2. Word cloud generated from all 34 articles

In the context of a thematic review (TreZ) utilising specific search strings, this research 
meticulously outlined and executed a selection process to identify pertinent literature across 
two major academic databases, SCOPUS and Web of Science (WoS). Here, we detail the 
methodological steps undertaken, ensuring a robust selection of studies that enhance the 
validity and reliability of this review's findings.

The search began with carefully formulating queries tailored to this study's objectives. 
These queries were deployed in the SCOPUS and WoS databases. The two databases 
are chosen for their comprehensive coverage of peer-reviewed journals relevant to data 
quality studies within the BDA domain. In SCOPUS, the search was defined with the 
keywords “data quality” and “big data analytics” in the title, abstract, and keywords 
(TITLE-ABS-KEY) targeting publications from 2020 to 2024, and restricted to academic 
articles in English that were open-access and in the final stage of publication (LIMIT-TO 
(DOCTYPE, "ar"), LIMIT-TO (LANGUAGE, "English"), LIMIT-TO (OA, "all"), 
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(LIMIT-TO (PUBSTAGE, "final")). This search strategy yielded 28 articles, indicating 
a substantial body of recent literature. Conversely, the search in WoS was smaller, using 
the same keywords across all fields without specific field restrictions, and focused only 
on open-access articles in English. This approach yielded 27 results. The difference in the 
number of articles retrieved from each database is primarily due to their varying coverage 
and focus and distinct indexing policies. Table 1 shows the search strings used, resulting 
in the initial search, which guarantees a thorough selection of studies aiming to encompass 
a broad spectrum of relevant literature.

Table 1 
Search strings from Scopus and WoS 

Source Keywords Results
SCOPUS TITLE-ABS-KEY ("data quality" AND "big data analytics") AND 

PUBYEAR > 2019 AND PUBYEAR < 2025 AND ( LIMIT-TO 
(DOCTYPE, "ar")) AND (LIMIT-TO (SRCTYPE, "j")) AND (LIMIT-
TO (LANGUAGE, "English")) AND (LIMIT-TO (PUBSTAGE, 
"final")) AND (LIMIT-TO (OA, "all")).

28 results

Web of 
Science (WoS)

"data quality" AND "big data analytics" (Topic) and Open 
Access and 2024 or 2023 or 2022 or 2021 or 2020 (Publication 
Years) and Article (Document Types) and English (Languages).

27 results

Upon merging the search results from both databases, we proceeded to identify and 
remove duplicate entries to maintain the uniqueness of each record in subsequent analyses. 
A total of 15 duplicates were identified and excluded from the dataset. The consolidated list 
of records then underwent rigorous screening based on predefined inclusion and exclusion 
criteria. These criteria were meticulously developed to align closely with the research 
question and objective of this study: (1) the record must be related to the objective of 
this study, and (2) the record must provide empirical findings. Six records were excluded 
during this phase as they did not meet the necessary criteria, ensuring that only the most 
pertinent studies were retained. 

After this thorough screening process, 34 studies were selected for inclusion in this 
thematic review (TreZ). These studies collectively met all specified eligibility requirements 
and are expected to provide substantial insights pertinent to the research question. The 
systematic approach to selecting relevant papers highlights the diligence required to 
conduct a thorough review. This selection process ensures the inclusion of relevant data and 
minimises biases, contributing significantly to the reliability of the review's conclusions. 
This report serves as a foundational component of this review paper, providing clarity and 
transparency about the methods used in study selection, which is critical for replicability 
and trust in the findings presented. This process is illustrated in Figure 3.
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Figure 3. Selection process of studies in TreZ (Zairul, 2023)

RESULTS AND DISCUSSIONS

Following the meticulous methodology described in the previous section, 34 records were 
collected and analysed to identify the main themes and emerging patterns, which will help 
answer the research question. This analysis used ATLAS.ti, a qualitative data analysis tool 
that helps organise and interpret data systematically. Important results of the thematic 
review are summarised in this section. Both the quantitative and qualitative findings will 
be discussed next. 

Quantitative Finding

Year of publications, industrial background, research location, and focal concept were used 
to analyse the study trends, which somewhat mirror the patterns of the data quality studies 
in the BDA domain to some extent. The number of relevant articles published gradually 
increased from 2020 to 2021 and reached a significant peak in 2022, as shown in Figure 
4, but fell in 2023 before having a slight increase in 2024, indicating a continued interest 
in the study. Additionally, the trend of publications is illustrated in Figure 5.
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Figure 4. Paper breakdown by year of publication

Figure 5. Publication trends from 2020 until 2024

The geographical dispersion reflects the global interest in BDA and disparities in 
research output that may correlate with different countries' economic, educational, and 
technological capacities. Figure 6 depicts the geographical distribution of articles published 
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across various countries from 2020 to 2024. In terms of publications, the topic of data 
quality in BDA is highly popular in developed countries, particularly in the United States 
of America (US) and the United Kingdom (UK), highlighting its significant role as a key 
player in the global research arena, especially within technology-driven sectors. 

Figure 6. Geographical dispersion of articles published

The US and UK emerge as the frontrunners with the highest number of five publications. 
Most of the discussion is on data analytics and machine learning. (Hart et al., 2022), 
marketing insights for decision-making (Johnson et al., 2021), quality of Volunteer-
contributed Geographic Data (VGI) (Zhang, 2022), use of BDA in purchasing and supply 
management (Patrucco et al., 2023), and factors of BDA success in various industries 
(Chen et al., 2022). The UK discussion, on the other hand, centres on the challenges of 
BDA implementation in the Facilities Management industry (Konanahalli et al., 2022), 
governance considerations of BDA in food consumer science (Timotijevic et al., 2022), 
AI in supply-chain decision-making (Hao & Demir, 2024), role-based access control using 
AI in Agriculture 4.0 (Spanaki et al., 2021), and aligning BDA capabilities (BDAC) and 
business models (BM) in small and medium-sized enterprises (SMEs) (Song et al., 2022).

China was ranked third in terms of article numbers and had many technical developments 
in BDA, which include integration of Morris design with AI and BDA to enhance network 
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performance and user experience (F. Song, 2024), detection of environmental violators 
using a big data approach (Chang et al., 2021), data pricing and utility evaluation in big 
data trading market (Chen et al., 2023), and determinants of BDA adoption in decision-
making, specifically in New Zealand, China, and Vietnam (Yu et al., 2022). This latest 
study is consistent with the former perspective on data quality, organisational support, and 
technology readiness (Chen et al., 2022; Konanahalli et al., 2022; Timotijevic et al., 2022). 
The rest of the nations having publications on the topic are Germany (2), Hungary (2), India 
(2), Ireland (2), Malaysia (2), Portugal (2), Spain (2), Brazil (1), Croatia (1), Macedonia 
(1), Morocco (1), New Zealand (1), Norway (1), Qatar (1), Tunisia (1) and Vietnam (1).

Next, the study identified the themes and concerns of shortlisted articles. Five themes, 
namely T1 (Ontology and Data Quality Frameworks), T2 (Big Data Analytics in Various 
Industries), T3 (Machine Learning and AI Integration), T4 (Governance and Data Steward), 
and T5 (Tools and Techniques for Data Analysis) were specifically identified from the 
articles examined following the study’s focus topic, as shown in Table 2. Figure 7 illustrates 
themes discussed in the literature. Each theme plays a distinct role in propelling the field 
of BDA forward, showcasing an equitable emphasis on a wide array of aspects.

The consistent importance attributed to "Tools and Techniques for Data Analysis" and 
"Machine Learning and AI Integration" highlights their foundational significance. At the 
same time, the enduring relevance of "Ontology and Data Quality Frameworks", "Big Data 
Analytics in Various Industries", and "Governance and Data Stewardship" emphasises their 
crucial contributions to the discipline. This equilibrium approach guarantees a thorough 
and resilient advancement in BDA, tackling diverse challenges and seizing opportunities 
to foster innovative and efficient solutions. 

Figure 2 depicts the word cloud derived from collecting all 34 articles focusing on 
data quality within the domain of BDA from 2020 to 2024. It displays significant themes 
and core concepts relevant to scholarly investigations during this timeframe. The word 
cloud is generated using ATLAS.ti, utilising frequency-based weighting to highlight 
terms that appear frequently across numerous articles, resulting in their larger size in 
the word cloud. The prevalence of terms like "data", "quality", "analytics", "big", and 
"management" emphasise their fundamental significance within the discipline. These 
terms highlight the importance of upholding high standards and dependability of data, 
emphasising managerial procedures to sustain and enhance data quality. Keywords such 
as "information", "business", "decision", and "performance" indicate the considerable 
influence of data quality on organisational decision-making and overall performance. At 
the same time, terms like "research", "systems", "processing", and "technologies" suggest 
a combination of theoretical underpinnings and practical methodologies in the field. 

In addition to that, operational terms like "implementation", "analysis", "models", 
"ai", and "tools" suggest the utilisation of analytical techniques and technological tools 
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Figure 7. Themes discussed in the literature 

to ensure the integrity of data. The terms "value", "adoption", and "impact" emphasise 
the broader consequences and advantages of implementing data quality protocols within 
organisations and industries. Furthermore, terms like "governance", "capability", and 
"innovation" propose a strategic viewpoint, highlighting the significance of governance 
structures and innovative strategies. Consequently, the word cloud portrays the intricate 
nature of data quality research in the domain of BDA, emphasising their strategic relevance 
and immediate influence on business and organisational outcomes.
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Table 2  
Tabulation of authors vs theme

Theme 1: 
Ontology 
and Data 
Quality 

Frameworks

Theme 2: 
Big Data 
Analytics 
in Various 
Industries

Theme 3: 
Machine 
Learning 

and AI 
Integration

Theme 4: 
Governance 

and Data 
Steward

Theme 5: 
Tools and 

Techniques 
for Data 
Analysis

Barba-González et al. (2024) / - - - -
Bui & Perera (2021) - - - - /
Côrte-Real et al. (2020) - - - - /
Hart et al. (2022) / - - - -
Johnson et al. (2021) - / - - -
Konanahalli et al. (2022) - / - - -
Medeiros et al. (2021) - - - / -
Radhakrishnan et al. (2022) - - / - -
Song (2024) - - / - -
Šprem et al. (2024) - - - - /
Szukits & Móricz (2023) - - - - /
Timotijevic et al. (2022) - - - / -
Widad et al. (2023) / - - - -
Wurster et al. (2024) - / - - -
Yahia et al. (2021) - - - - /
Yu et al. (2022) - - - - /
Chen et al. (2023) - - - - /
Al-Madhrahi et al. (2022) - - - - /
Stach et al. (2022) - - - - /
Lavalle et al. (2020) - - / - -
Shidaganti & Prakash (2021) / - - - -
(Shahi, 2023) - - - - /
Zhang (2022) - - - - /
Wook et al. (2021) - - / - -
Phan & Tran (2022) / - - - -
Jha et al. (2020) - - / - -
Chang et al. (2021) - - - - /
Savoska & Ristevski (2020) - / - - -
Hao & Demir (2024) - - - / -
Patrucco et al. (2023) - / - - -
Spanaki et al. (2021) / - - - -
Chen et al. (2022) - / - - -
Rana et al. (2022) - - / - -
Song et al. (2022) - / - - -
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Qualitative Finding

This thematic review paper studied publications and coded the data quality patterns in BDA. 
However, it did not address the future direction of BDA implementation. The initial codes 
were recorded, combined, and categorised in several rounds. Codes that were occasionally 
used and could not be categorised into any topic were removed since this study concerned 
aspects extensively discussed and investigated by researchers. Results from quantitative 
investigations that were not statistically significant were also removed. Furthermore, 
generic sociodemographic characteristics were not considered because they may not be 
universally applicable to all circumstances. 

The first round of coding produced 12 initial codes, and the first stage was to become 
acquainted with the data. The first stage was to complete a thorough review of all the 
gathered articles and find relevant codes to develop the possible themes. BDA issues, 
BDA capabilities, data quality, data management, techniques and tools were among the 
phrases that prompted the creation of the initial subject. The next phase was generating, 
reviewing, and defining the final themes. A few rounds of discussions were held to refine 
these themes, resolving differences through consensus. This step ensured that the themes 
were consistent and accurately represented the data. Next, the themes were compared 
with findings from previous studies to confirm their relevance and alignment with existing 
research in the field. To ensure reliability, multiple researchers independently reviewed 
the themes. Finally, five major themes were identified, focusing on different aspects of 
data quality in BDA. The themes highlight diverse approaches and dimensions researchers 
cover, from data quality management, theoretical frameworks, and practical applications to 
technical advancements. Each theme contributes uniquely to advancing the understanding 
of data quality in BDA to ensure a balanced and comprehensive review of the study by 
addressing theoretical, applied, and technical dimensions.

Figure 8 systematically categorises significant themes that emerged from the analysis 
of 34 articles in the research area from 2020 to 2024. Theme 1, "Ontology and Data Quality 
Frameworks," focuses on developing standardised data definitions and the assurance of 
data integrity across various applications, underlining the need for robust frameworks to 
support data reliability. Theme 2, "Big Data Analytics in Various Industries," explores the 
widespread application of BDA across different sectors, indicating customised adaptations 
to meet specific industry challenges and foster innovation. A central query about the trends 
in data quality within this period intersects with Theme 3, "Machine Learning and AI 
Integration," which suggests incorporating advanced algorithms to enhance data analytics 
processes. Themes 4 and 5, "Governance and Data Steward" and "Tools and Techniques 
for Data Analysis," address the regulatory frameworks and practical tools necessary for 
effective data management and analysis. This diagram provides a structured framework for 
understanding the current and emerging trends in BDA, particularly focusing on enhancing 
data quality and integrating machine learning and AI.
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Theme 1: Ontology and Data Quality Frameworks

Figure 9 for "Theme 1: Ontology and Data Quality Frameworks" presents five articles, 
each contributing uniquely to data quality frameworks through ontology-based approaches. 
These articles collectively offer insights and methodologies applicable across various 
industries, emphasising the critical role of data quality in BDA. Spanaki et al. (2021) 
address the agricultural sector by proposing a framework for role-based data access control, 
emphasising the need for secure and efficient data management in environments where data 
sharing is crucial. In contrast, Phan and Tran (2022) focus on the banking sector, arguing 
that the complexities and regulatory demands of banking require a tailored approach to 
data quality management through BDA to improve operational efficiency and decision-

Figure 8. Overall network to answer research question 

Figure 9. Theme 1: Ontology and Data Quality Frameworks
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making. Shidaganti and Prakash (2021) take a different sectoral approach, presenting a 
framework for the educational sector that highlights the necessity of high data quality for 
effective educational analytics and the unique challenges in educational data management. 

Widad et al. (2023) offer a broader perspective by introducing a framework for anomaly 
detection using predictive techniques applicable across various industries to maintain high 
data quality standards through advanced analytics. Barba-González et al. (2024) further 
broaden the scope with an ontology-driven approach, BIGOWL4DQ, for big data quality 
meta-modelling, selection, and reasoning; these studies argue that sophisticated ontology-
based frameworks are essential for enhancing data integration and interoperability across 
diverse data environments. Together, these studies highlight the varied approaches and 
sector-specific needs in developing robust data quality frameworks, underscoring the 
importance of tailored and advanced methodologies to ensure high data quality standards 
in BDA.

Theme 2: Big Data Analytics in Various Industries

Figure 10 for "Theme 2: Big Data Analytics in Various Industries" presents articles exploring 
the diverse applications and implications of BDA across different sectors. Patrucco et al. 
(2023) emphasise the importance of absorptive capacity in strategic purchasing and supply 
chain management, arguing that the ability to absorb and utilise big data can significantly 
enhance decision-making processes. In contrast, using an exploratory factor analysis 
approach, Konanahalli et al. (2022) identify the drivers and challenges of implementing 
big data within the UK facilities management sector. This study suggests that while big 
data holds potential, its implementation faces numerous hurdles, including organisational 
and attitudinal barriers. Chen et al. (2022) delve deeper into these barriers, highlighting 
data, attitudinal, and organisational determinants that affect adopting BDA systems. The 
findings of Chen et al. (2022) align with those of Konanahalli et al. (2022), reinforcing 
that successful implementation requires addressing these fundamental issues. Meanwhile, 
Wurster et al. (2024) examine the impact of big data on the healthcare sector, focusing on 
implementing electronic medical records in a German hospital. Wurster argues that big 
data can improve documentation completeness and healthcare delivery, a perspective that 
contrasts with the more cautious views of Chen et al. (2022) and Konanahalli et al. (2022), 
who emphasise the challenges over the benefits.

Savoska and Ristevski (2020) discuss the pharmaceutical industry, advocating for 
adopting big data concepts to improve operational efficiencies and innovation. This 
perspective adds to Patrucco et al.'s (2023) arguments for strategic advantages in supply 
chain management. Both studies demonstrate how big data can transform business 
operations. Song et al. (2022) further support this view by demonstrating how SMEs 
leveraged BDA capabilities to maintain competitive performance during COVID-19. Song 
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et al.'s (2022) study highlight the adaptability and resilience that big data can provide to 
businesses, which resonates with the optimistic outlook of Savoska and Ristevski (2020). 
Johnson et al. (2021) explore the integration of BDA in the marketing sector, proposing 
a mix of organic and administered approaches to enhance data-driven decision-making. 
This approach highlights the need for flexibility and innovation in implementing big data 
solutions, echoing the broader themes of adaptability and strategic advantage found in 
Patrucco et al.'s (2023) and Song et al.'s (2022) studies. Although BDA offers significant 
benefits across various industries, its successful implementation requires overcoming 
substantial organisational, attitudinal, and data-related challenges. The contrasting 
perspectives and sector-specific insights emphasise the need for tailored strategies to 
harness the full potential of BDA.

Theme 3: Machine Learning and AI Integration

Several authors explore the integration of machine learning (ML) and AI across different 
sectors, highlighting the benefits and challenges of such implementations (Figure 11). Jha et 
al. (2020) emphasise the importance of developing BDA capabilities within supply chains, 
arguing that ML and AI can enhance efficiency and responsiveness. This perspective aligns 

Figure 10. Theme 2: Big Data Analytics in Various Industries
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with Hart et al. (2022), who apply ML to large-scale synchrophasor datasets, demonstrating 
the need to evaluate the "machine learning-readiness" of data to ensure effective power 
grid management. Contrasting these optimistic views, Rana et al. (2022) explore the 
dark side of AI in business analytics, highlighting potential operational inefficiencies and 
competitiveness issues that can arise from AI integration. Rana et al.’s (2022) findings 
serve as a cautionary tale, suggesting that while AI has substantial potential, it also carries 
risks that need careful management. This argument is supported by Hao and Demir (2024), 
who propose an environmental, social, and governance (ESG) framework for AI in supply 
chain decision-making, emphasising the need for responsible AI integration that considers 
broader societal impacts.

Wook et al. (2021) take a more technical approach, exploring big data's traits and 
quality dimensions necessary for successful ML and AI applications. By using partial 
least squares structural equation modelling, they highlight the critical role of high-quality 
data in achieving effective AI outcomes. This technical focus is echoed by Lavalle et al. 
(2020), who advocate using visualisation techniques in smart cities to enhance sustainability 
through big data captured by IoT devices. Their work illustrates how ML and AI can 
be leveraged to improve urban efficiency and sustainability. Song (2024) offers another 
dimension by incorporating Morris' design thoughts for AI and big data to optimise wireless 
communication networks in China. This study highlights the technological advancements 

Figure 11. Theme 3: Machine Learning and AI Integration
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that ML and AI can drive, showcasing their potential to optimise complex systems. 
Meanwhile, Radhakrishnan et al. (2022) provide a qualitative approach to understanding 
the AI journey of organisations, offering insights into the practical challenges and strategies 
for AI adoption. Radhakrishnan et al.’s (2022) work complements the technical and sector-
specific studies by focusing on AI integration's human and organisational aspects. ML and 
AI integration has potential benefits and significant challenges and can drive efficiency, 
sustainability, and technological optimisation. However, successful implementation requires 
careful consideration of data quality, potential risks, and responsible governance. This 
balanced perspective emphasises the need for tailored, context-specific strategies to fully 
harness the potential of ML and AI in BDA.

Theme 4: Governance and Data Steward

The theme of "Governance and Data Steward" within BDA is explored through two 
scholarly works that illustrate the critical impact of governance in different contexts: 
sector-specific and corporate (Figure 12). Timotijevic et al. (2022) focus on implementing 
governance within the food and nutrition sector, highlighting how specialised governance 
frameworks are necessary to ensure data integrity and reliability, particularly when data 
accuracy directly impacts public health. This approach highlights the protective and 
regulatory dimensions of governance tailored to meet stringent sector-specific challenges. 
In contrast, Medeiros et al. (2021) discuss the strategic role of data stewardship in corporate 
performance management, advocating that effective governance is pivotal for managing 
data and harnessing it to drive corporate strategies and enhance operational efficiencies. This 
perspective positions data stewardship as a transformative tool for achieving competitive 
advantages in the business field. These contrasting viewpoints emphasise the versatility 
of governance roles: On one hand, Timotijevic et al. (2022) present a protective stance 
focused on compliance and safety; on the other hand, Medeiros et al. (2021) highlight the 

Figure 12. Theme 4: Governance and Data Steward
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potential of governance to catalyse business insights and success. Despite an adaptable 
governance strategy that aligns with specific organisational goals and sector requirements, 
data integrity and ethical management principles have varying applications and impacts 
depending on the context.

Theme 5: Tools and Techniques for Data Analysis

The “Tools and Techniques for Data Analysis” theme reveals diverse approaches and 
insights across various studies (Figure 13). The works of Bui & Perera (2021) and Corte-
Real et al. (2020) highlight the integration of IoT with BDA to address domain-specific 
challenges. While Bui & Perera (2021) focus on monitoring ship performance under 
unique operational conditions, Corte-Real et al. (2020) examine IoT and big data use 
within European and American firms. These studies suggest a preference for combining 
IoT-generated data with advanced analytics, as this synergy provides actionable insights 
tailored to the operational context. Similarly, Šprem et al. (2024) and Yahia et al. (2021) 
delve into developing tools and frameworks for handling large-scale data processes. Šprem 
et al. (2024) focus on creating web applications to streamline data ingestion and processing, 

Figure 13. Theme 5: Tools and Techniques for Data Analysis
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while Yahia et al. (2021) leverage advanced big data techniques, such as ML, to predict 
employee attrition. Both studies demonstrate a trend toward creating specialised tools that 
simplify data handling and enhance business decision-making capabilities.

Chen et al. (2023) and Yu et al. (2022) extend this focus by analysing economic and 
decision-making implications. Chen et al. (2023) evaluate pricing schemes in the big data 
marketplace, while Yu et al. (2022) investigate the factors influencing big data adoption 
in decision-making within organisations across New Zealand, China, and Vietnam. Their 
findings reveal an emerging emphasis on understanding the economic impact of data 
analysis tools and their effectiveness in supporting organisational strategies. Environmental 
and spatial data applications are explored in studies like Chang et al. (2021), Zhang (2022), 
and Shahi (2023). Chang et al. (2021) address detecting environmental violations using big 
data, while Zhang (2022) presents GPU-accelerated methods to visualise geographic data 
at scale. Shahi (2023) investigates volunteered geographic information (VGI) in spatial 
data infrastructures. These studies illustrate a preference for leveraging domain-specific 
tools, such as geographic visualisation and environmental monitoring platforms, to address 
unique analytical challenges.

Stach et al. (2022) and Al-Madhrahi et al. (2022) tackle privacy and ethical 
considerations. Stach et al. (2022) introduce the SMARTE approach for privacy-focused 
data refinement, and AL-MAdhrahi et al. (2022) explore the integration of analytics 
into business process modelling. These contributions highlight the growing concern for 
ethical practices and the necessity of embedding privacy-preserving measures in analytics 
frameworks. Finally, Szukits and Móricz (2023) examine the organisational culture around 
data-driven decision-making. The study emphasises the role of analytical centralisation 
in fostering effective data usage, reflecting a broader pattern where organisations are 
increasingly investing in cultural shifts to embrace data-centric approaches.

Across these studies, certain patterns emerge, such as the reliance on domain-specific 
tools and a growing emphasis on integrating advanced techniques like machine learning 
and GPU acceleration. There is also a noticeable focus on the ethical and economic aspects 
of data analysis tools, highlighting evolving priorities in the field. By considering these 
patterns, businesses and researchers can align their strategies with proven practices and 
adopt tools that meet their specific analytical needs.

LIMITATION OF THE STUDY

This study offers valuable insights into trends in data quality within the BDA domain. 
However, several limitations exist that may affect the generalizability and interpretation of 
the findings. These limitations are particularly related to database selection bias, dependence 
on open-access literature, and geographical dispersion of research. 
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First, the search strategy employed in this study focused on two databases, SCOPUS 
and WoS, both known for their coverage of high-quality, peer-reviewed research. However, 
selection bias arises from excluding other databases, such as IEEE Xplore or Google 
Scholar, which may include additional relevant studies. By limiting the scope to these 
databases, the study may have missed significant contributions from disciplines or regions 
underrepresented in SCOPUS and WoS. For instance, emerging economies advancing 
in BDA may publish relevant works in local or regional journals not indexed in these 
databases. Additionally, reliance on open-access publications may introduce potential 
publication bias. Open-access studies do not always represent the broader scientific 
discourse, as they often exclude works published in subscription-based journals, which may 
offer valuable and diverse perspectives. This limitation may restrict the comprehensiveness 
of the findings and the generalizability of the conclusions drawn.

Second, the geographical distribution of research articles highlights disparities 
in research productivity, with significant contributions from the US, UK and China. 
Conversely, regions in developed countries such as Canada, Australia, and Russia are 
underrepresented in the findings despite their potential contributions to BDA. This uneven 
representation may reflect systemic biases in publication practices or limitations in the 
search methodology. Future studies could explore alternative sources or collaborate with 
researchers from underrepresented regions to achieve a more balanced geographical 
representation.

Finally, while the study identifies critical themes, such as ontology frameworks, 
machine learning integration, and governance in BDA, the focus remains on theoretical and 
methodological discussions. The absence of extensive real-world applications limits the 
contextual relevance of the findings. Addressing practical challenges, particularly from the 
perspective of BDA implementation in diverse sectors, could provide a more comprehensive 
understanding of how data quality issues affect decision-making and outcomes.

DISCUSSION AND RECOMMENDATION

Artificial intelligence (AI) has emerged as a pivotal tool in addressing the long-standing data 
quality issue in BDA. The literature consistently highlights the criticality of data quality 
in ensuring accurate, reliable, and actionable insights from large datasets. High-quality 
data enhances the value of BDA, while poor-quality data compromises decision-making 
and operational efficiency. AI offers a range of capabilities that can directly address data 
quality issues. Machine learning algorithms can identify patterns and anomalies in data, 
flagging inconsistencies and potential errors. For example, predictive models have been 
employed to detect quality anomalies, as highlighted by Widad et al. (2023). Similarly, 
ontology-driven approaches, such as BIGOWL4DQ proposed by Barba-González et al. 
(2024), facilitate data integration and interoperability, addressing structural and semantic 
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inconsistencies. These approaches highlight the potential of AI to enhance data accuracy 
and reliability across various sectors.

AI’s ability to learn and adapt also allows for dynamic quality monitoring. AI-powered 
tools can continuously audit datasets to ensure compliance with quality standards. For 
instance, role-based access frameworks discussed by Spanaki et al. (2021) integrate AI to 
manage data securely, ensuring that only high-quality and relevant data is accessed and 
utilised. Moreover, AI-driven natural language processing (NLP) and automation reduce 
the manual effort required for data cleaning and preparation, making the process more 
efficient and less error-prone.

Despite its potential, AI-integrated BDA faces several challenges. Data governance 
frameworks, essential for managing and maintaining data quality, often lag behind 
technological advancements. Many frameworks fail to adequately address the complexities 
of real-time data processing and multi-source data integration. Moreover, ethical concerns 
such as data privacy, algorithmic bias, and implications of poor data quality on decision-
making remain significant barriers. Data privacy is a critical concern in BDA, especially 
with the increasing use of personal and sensitive information. AI models often require large 
volumes of data for training, which may lead to privacy violations if data is inadequately 
anonymised or secured. Studies like Timotijevic et al. (2022) highlight the need for stringent 
governance mechanisms to protect sensitive data, particularly in sectors like healthcare and 
food safety. Bias in AI models is another pressing issue. If training datasets are skewed or 
incomplete, AI algorithms may perpetuate existing biases, leading to unfair or inaccurate 
outcomes. Rana et al. (2022) emphasise how biases in business analytics can exacerbate 
operational inefficiencies and competitiveness issues. Furthermore, poor data quality, 
manifesting as missing, inaccurate, or outdated data, can severely compromise decision-
making. For instance, decision-support systems relying on flawed data may produce 
misleading insights, ultimately affecting organisational performance and trust in AI systems.

Integrating governance frameworks with AI and BDA offers a pathway to mitigate 
these challenges. Effective governance ensures data is managed responsibly, ethically, and 
aligned with regulatory standards. AI can be harnessed within these frameworks to automate 
compliance monitoring, flag governance breaches, and ensure adherence to ethical norms. 
For example, Hao and Demir (2024) propose an ESG framework for AI-driven supply 
chain decision-making, which balances technological efficiency with environmental and 
social considerations. Such frameworks can also address the dual challenges of privacy and 
security by embedding robust encryption and access control mechanisms. By incorporating 
AI, governance frameworks can become adaptive and responsive, dynamically evolving 
with emerging challenges in the data ecosystem. Governance frameworks can also play 
a crucial role in mitigating bias. Combined with explainable AI models, transparent 
governance structures can ensure accountability and fairness. For instance, Wook et al. 



1252 Pertanika J. Sci. & Technol. 33 (3): 1231 - 1256 (2025)

Nazliah Chikon, Shuzlina Abdul-Rahman and Syaripah Ruzaini Syed Aris

(2021) highlight the importance of data quality dimensions in achieving unbiased AI 
outcomes. By integrating governance mechanisms with AI, organisations can foster ethical 
decision-making processes while leveraging the full potential of BDA.

The future of data quality in BDA is intertwined with advancements in emerging 
technologies such as blockchain, edge computing, and quantum computing. These 
technologies offer transformative potential to address current limitations and shape the 
future trajectory of the field. Blockchain technology provides a decentralised and immutable 
ledger for data storage and sharing, ensuring transparency and traceability. Blockchain can 
enhance data quality by preventing tampering and maintaining an auditable record of data 
modifications. This technology is particularly valuable in sectors where data integrity is 
paramount, such as healthcare and finance. Future studies could explore the integration 
of blockchain with AI to create secure and transparent data ecosystems. Edge computing 
shifts data processing closer to the source, reducing latency and improving the quality of 
real-time analytics. This approach is especially relevant for IoT applications, where timely 
insights are critical. By enabling localised data processing, edge computing minimises 
the risk of data degradation during transmission. Researchers could investigate how edge 
computing can be combined with AI to enhance the accuracy and timeliness of data analytics 
in distributed environments. Quantum computing, though still in its nascent stages, holds 
promise for solving complex optimisation problems and processing vast datasets with 
unparalleled speed. Future research could examine how quantum algorithms might be 
applied to data quality challenges, particularly in handling large-scale unstructured data.

In addition to these technologies, there is a growing need for frameworks prioritising 
ethical considerations in AI and BDA. The development of explainable AI (XAI) models, 
which provide transparent reasoning for algorithmic decisions, can build trust and 
accountability. Studies could also focus on developing international data quality and 
governance standards, ensuring consistency across borders and industries.

CONTRIBUTIONS AND BENEFITS OF STUDY

The contributions of this study are manifold, offering a comprehensive analysis of present 
trends in data quality studies within the BDA field from 2020 to 2024. This review 
emphasises the multidimensional nature of data quality issues and their broad applicability 
across different sectors. The study reveals significant trends, such as the maximum number 
of publications recorded in 2022, emphasising how important data quality is for using big 
data for various applications. The geographical dispersion of research output, particularly 
the prominence of the United States and the United Kingdom, reflects the global interest 
and its correlation with the economic, educational, and technological capacities of different 
countries.
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The study's thematic review classifies publications into five themes: Ontology and 
Data Quality Frameworks, Big Data Analytics in Various Industries, Machine Learning 
and AI Integration, Governance and Data Stewardship, and Tools and Techniques for Data 
Analysis. This method efficiently synthesises much information, which makes it easier to 
identify gaps, new trends, and areas that require more research. In addition to highlighting 
the fundamental importance of tools and methods for data analysis and the fusion of AI and 
machine learning, this organised framework also highlights the vital function that strong 
data quality frameworks and governance structures play. The study shows how big data 
technology may be flexible and transformational in various fields by looking at industry-
specific applications, such as marketing, supply chain management, and healthcare. This 
comprehensive overview not only guides future research but also informs best practices 
in BDA implementation, capturing the complexity and dynamic nature of this field.
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ABSTRACT
This study focused on evaluating the effects of different wire-bonding looping formations on key 
mechanical properties during the encapsulation process of light-emitting diodes (LEDs). The specific 
properties investigated included total maximum deformation, maximum equivalent elastic strain, and 
maximum von Mises stress, which are critical to ensuring LEDs' structural integrity and performance 
under encapsulation. The encapsulation process was simulated using advanced computational 
methods, including Volume of Fluid (VOF), Fluid-Structure Interaction (FSI), and system coupling 
techniques within the ANSYS software environment. The simulations were designed to mimic 
the behavior of epoxy molding compound (EMC) as it interacts with various wire configurations 
over time, providing insights into the dynamic responses of the LED structures. These simulation 
results were rigorously validated against experimental data to ensure accuracy and reliability. 
Among the wire configurations tested, the Type 2 wire demonstrated high compatibility with the 
EMC, exhibiting the highest maximum strain and stress values. Conversely, the square-loop (type 
3) configuration emerged as the most optimal, offering the lowest levels of total deformation, strain, 

and stress, thereby indicating superior overall 
performance. The comparative analysis ranked 
the wire configurations in the following order 
of performance with the EMC: Type 2, type 
1, and type 3. These findings provide valuable 
insights for optimizing wire configurations 
in LED encapsulation processes, potentially 
leading to improved durability and reliability 
of LED devices.

Keywords: Encapsulation process, fluid-structure 
interaction, LED, wire configuration 
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INTRODUCTION

LEDs are solid-state lighting (SSL) that transform power into light. LEDs are monochromatic 
due to the semiconductor’s energy bandgap. There are various LED light varieties on the 
market. Common LED light types are hole-type, SMD-type, bi-color, RGB-type, and HP-
LED. LEDs can replace incandescent and halogen bulbs due to their energy efficiency, 
low cost, extended lifespan, environmental friendliness, and portability (Hamidnia et al., 
2018). LED chip packaging protects the connected wire and chip from flaws through LED 
encapsulation. Encapsulation and lens formation affect LED chip light extraction (Roslan 
et al., 2020). Silicone and epoxy resins are the principal LED encapsulating mediums. 
Epoxy resins are popular due to their inexpensive cost, adhesive strength, and dielectric 
constant. Silicone resins have outstanding thermal and optical properties, a long lifespan, 
and a wide working temperature range (Alim et al., 2021). The encapsulant fills the LED 
package cavity and encloses the bonding wires because materials have various CTEs and 
thermos-mechanical stress affecting LED failure (Packwood et al., 2018). Wire bonding 
provides communication and power between chips and substrates in LED packages. 
Semiconductor packaging uses gold wire bonding to connect the substrate and chip. Gold 
wire offers consistent chemical characteristics, good weldability, and high ductility (Tian 
et al., 2019). Bonding wires during LED operation help dissipate heat. Wire-bonding 
technologies have a limited material selection and risk bond surface defects and wear 
(Alim et al., 2021). LEDs use semiconductors to convert electrical energy into visible, 
Ultraviolet, or Infrared light (Koutchma, 2019). The region where active electrons and 
holes are injected is referred to as the p-n junction (Alim et al., 2020; Ünal et al., 2022).

The active layer of an LED chip captures all the electron-hole pairs and turns the output 
energy into optical power in the ideal circumstance. Nevertheless, some electrical energy 
is transformed into heat energy in the actual condition. The electrons and holes enter the 
active zone and combine radiatively or non-radiatively when an LED turns on. The goal of 
employing LED is to produce photons by radiative recombination. Meanwhile, non-radiative 
recombination generates heat at the active layer, and Joule heating at the interconnects 
and diode’s series electrical resistance (Hamidnia et al., 2018). The creation of the new 
LED that combined the three fundamental colors to generate white light and other color 
temperatures made LED technology suitable for indoor illumination (Montoya et al., 2017). 
For LED equipment exceeding 10W, Chip-on-Board (COB) packaging is the method of 
choice. This technology attaches LED chips to their substrates, boosting LED performance 
over single-chip packaging. LED packaging is easier to make, cheaper, and smaller than 
normal packaging. Different levels of electrical packaging exist. The semiconductor is 
level zero, and its connections and encapsulation are level one. Second-level packaging 
connects the microelectronic package to the printed circuit board (PCB). Both single-chip 
and multi-chip packaging are available for two-dimensional microelectronic devices. 
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Encapsulated single-chip packages are lead frame and substrate. Lead-frame packages 
are surface-mounted or through-hole mounted to the PCB. Through-hole technology in 
the 1960s required package leads to be inserted into plated circuit board through-holes. 
Place the leads and wave solder the electrical connection. Pin-grid array (PGA), dual in-
line package (DIP) and Single in-line package (SIP) are the most popular through-hole 
packages. Surface-mounted packages include Small-outline package (SOP), Plastic-leaded 
chip carrier (PLCC), Quad-flat-pack (QFP), and Ball-grid array (BGA). These packages 
for discrete implantation on printed wiring boards have components on both sides of the 
circuit board. Ball grip package (BGA), chip scale package (CSP), chip-on-board (COB), 
and flip chip (FC) are substrate single-chip packaged (Arriola et al., 2023).

Electronic devices commonly use T-pack LED chips, the original LED chip. However, 
they are weak and emit a limited amount of light. Most UV LEDs are SMD, which are 
attached to a printed circuit board and contain one or more chips in ceramic packaging. 
Chip-on-board (COB) LEDs with appropriate equipment are installed onto the circuit board 
(Koutchma, 2019). Despite its enormous heat dissipation area, the widely used SMD LED 
light has poor optical efficiency. Many COB (Chip on board) LED lamps have improved 
optical efficiency, but thermal issues remain, especially in applications over 100W (Moon 
et al., 2017). Encapsulating the LED prevented deterioration because biological molecules 
are susceptible to environmental factors. Various thicknesses of Al2O3 films were produced 
using atomic layer deposition at 85°C to attain optimal development (Mahmood et al., 
2022). Continuous oxygen and moisture exposure degrades LEDs quickly. The main 
causes of OLED degradation are interface delamination, organic material crystallization, 
electrode oxidation, and layer physical and chemical changes. The hygrothermal aging 
test was performed in a humidity chamber at 85°C and 85% RH using commercially 
encapsulated LEDs. At high temperatures, trapped moisture became a gas, and the gas 
expansion pressure weakened the cathode-polymer layer adhesion, causing bubble defects 
on the cathode's surface. Defects destroyed the aluminum film and caused the device to 
fail (Azrain et al., 2019).

EMC flow behavior in molds affected electronic package operation and reliability, 
making it important to examine. Transfer molding speed injection and stacking affected 
EMC flow and void formation during encapsulation. A multi-flip chip package molded 
underfill (MUF) was numerically investigated using ANSYS Fluent’s Castro Macosko 
model. Shear rate and velocity profiles in the free passage and flip chip region are negatively 
linked to EMC viscosity (Azmi et al., 2018). Epoxy resin’s bonding strength and material 
properties can vary with temperature. When the temperature rises, the epoxy resin of 
elastic modulus falls. The viscosity of epoxy and dispensed volume both had an impact 
on the quality of the LED package. The adhesive viscosity can be accurately estimated 
using the viscosity model, and the appropriate jetting temperature can be determined (Shan 
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& Chen, 2018). Package warpage was the main issue in packaging innovation. Surface 
mount technology (SMT) issues include mounting errors during chip attachment and poor 
solder connections between the package and PCB. The thermal properties of the epoxy 
molding compound (EMC), including its coefficient of thermal expansion (CTE) curing, 
shrinkage (CS), and viscoelastic behavior, influence the warpage. EMC viscoelasticity was 
measured using a three-point bending stress relaxation test. Dielectric and Fibre Bragg 
grating (FBG) sensors assessed EMC internal strain and recovery. EMC aluminum bi-layer 
strip warpage was determined via FEM simulation, which resulting EMC cure shrinkage, 
which is important in forecasting semiconductor warpage (Baek et al., 2022). Additionally, 
the encapsulant reduced the LED’s brightness and color emission efficiency. Excess epoxy 
pressured gold wire bonding and affected the PCB-gold wire interface. Insufficient epoxy 
caused poor LED light output.

This research investigates how gold wire configurations influence fluid behavior and 
mechanical properties during LED encapsulation. Advanced simulation techniques such 
as Volume of Fluid (VOF) and Fluid-Structure Interaction (FSI) are employed, and the 
results are validated through comparison with experimental data. By exploring the effects 
of wire configurations, this work advances LED technology and offers valuable insights 
for innovative design and manufacturing approaches that enhance the durability, efficiency, 
and performance of LED products across various applications.

METHODOLOGY

Physical Model and Computational Domain

The geometry model of the LED package, featuring three different wire bonding looping 
formations: Type 1, Type 2 and Type 3, was created using SolidWorks and then imported 
into ANSYS. These wire configurations were selected due to their widespread use in the 
industry, each providing distinct mechanical and thermal performance characteristics. The 
needle tip's inner diameter is 1 mm, while the domain has a height of 4 mm and a diameter 
of 3 mm. The gold wire used has a diameter of 0.03 mm. The syringe and domain are 
considered fluid bodies, whereas the gold wires and substrates are treated as solid bodies. 
Figure 1 illustrates the geometry model of the Type 1 wire configuration. An isometric 
and front view of all three wire configurations connecting the LED chip to the substrate 
is depicted in Figure 2. System Coupling was employed to simulate and analyze the 
interaction between the epoxy material and the wires. This setup allows Fluent to address 
fluid dynamics while Static Structural handles wire deflection and stress analysis. During 
the simulation, data from the Fluent and Static Structural simulations are transferred to 
System Coupling, with force data moving from Fluent to Static Structural and displacement 
data sent from Static Structural to Fluent.
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Figure 1. LED Encapsulation process geometry 
model

Figure 2. Isometric view and Front view of the 
three different types of wire configuration

The fluid domain meshes in Figure 3(a) are polyhedral and 0.10mm in size. The fluid 
domain has 126511 elements and 151428 nodes. Figure 3(b) shows poly-hexacore solid 
body meshes with 0.01mm element size. The solid body has 3366 components and 16356 
nodes. In the simulation, the Volume of Fluid (VOF) is used to measure the interface 
between two fluids with different properties, such as air and water (Garoosi & Mahdi, 
2022). The interface is where one fluid’s volume fraction goes from zero to one and the 
other from one to zero.

Figure 3. Mesh generation (a) fluid domain, (b) solid domain
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The Laminar model was used as the viscous model. A user-defined function (UDF) 
was employed in the simulation to mimic the encapsulant injection motion flow process 
where the motion is initially important but later becomes stationary. After the setup, the 
data generated from the Fluent and Static Structural simulations is transferred to the 
System Coupling. In the system coupling, the force data is transferred from Fluent to Static 
Structure, while the displacement data is transferred from Static Structural to Fluent. The 
real-time analysis of FSI simulation is shown in Figure 4.

Figure 4. Concept of fluid-structure interaction analysis between epoxy and gold wires

The output analysis from the static structural simulation includes maximum 
total deformation, equivalent elastic strain and von Mises stress. The maximum total 
deformation, defined as the largest overall displacement experienced at any point within 
the structure, was analyzed to assess the structural response under load. The equivalent 
elastic strain is a scalar quantity derived from the strain tensor, representing the intensity 
of elastic deformation in a material. It provides a simplified measure to compare different 
strain states on a unified scale, helping identify areas of significant elastic deformation. 
Von Mises stress is a widely used criterion to determine whether a material will yield or 
fail under complex loading conditions. It provides a scalar value that combines the effects 
of different stress components acting in three dimensions, which offers a single measure 
to evaluate the material response. 

Material Properties and Boundary Conditions

In the simulation setup, boundary conditions and material properties for the gold wire were 
obtained from previous studies (Roslan et al., 2020) and the ANSYS database, as presented 
in Tables 1 and 2. Figure 5 displays the boundary conditions for the fluid domain and the 
fixed boundary for the solid model. The top surface of the needle is defined as the inlet, 
with the needle body and domain acting as walls. The fixed boundary is located at the 
wire's end in the structural analysis. The simulation uses an inlet velocity of 2 m/s and an 
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injection time of 3 seconds. The epoxy molding compound in the analysis has a viscosity 
of 0.448 kg/ms, a constant density of 1800 kg/m³, and a surface tension of 0.005 N/m. 

Table 1 
Material Properties of gold wire

Gold Wire Unit Properties
Density kg/m3 193300
Young’s Modulus Pa 7.85 x 1010

Tensile Yield Strength Pa 1.84 x 108

Tensile Ultimate Strength Pa 1.99 x 108

Poisson’s Ratio - 0.42
Diameter mm 0.03

Figure 5. Boundary conditions of (a) fluid domain and (b) solid model

Grid-independent Test

The grid-independent test ran the same simulation with multiple grid sizes or mesh 
refinement levels to determine the minimum mesh refinement required for an accurate 
solution in the simulation (Lee et al., 2020). The model used is Type 2 with 0.03mm 
gold wire. Five levels of refinements, which are Mesh-1 (0.10 mm), Mesh-2 (0.15 mm), 
Mesh-3 (0.20 mm), Mesh-4 (0.25 mm), and Mesh-5 (0.30 mm), have been analyzed to 
determine the optimal mesh element size for the simulation study. Figure 6 illustrates the 
grid-independent test for different mesh element sizes against the Von Mises Stress using 
the Type 2 configuration with 0.03mm gold wire. In this study, Mesh-2 with an element 
size of 0.15 mm was chosen for all simulations as it showed optimal results in terms of 
result and computing time.

Table 2 
Boundary condition for the simulation

Boundary Condition Unit Detail
Needle Diameter, a mm 1.00
Distance of Needle to Base, b mm 3.00
Base Diameter, c mm 3.00
Inlet Speed m/s 2.00
Injection time s 0.3
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Figure 6. Grid independent test (Von Mises stress curve for different mesh counts)

Experiment Setup

The encapsulation process plays a crucial role in protecting the LED components from 
environmental factors and ensuring optimal performance. Simulation techniques have been 
widely used to model the LED encapsulation process; however, experimental validation 
is essential to verify the accuracy of simulation results. In this study, an experiment 
is conducted to validate the LED encapsulation process using digital image analysis. 
The experimental setup included a micrometer, syringe, light source, laboratory stand, 
microscope, and monitor, all configured to achieve standardized results with minimal 
error, as illustrated in Figure 7. The distance between the needle tip and the substrate was 
controlled using a knob. The encapsulant used in the tests consists of two parts. Part A 
contains epoxy (C21H25ClO5), while part B serves as the hardener (Alicyclic anhydrides). 
Part-A and Part-B are mixed in equal volume percentages before being used as an 
encapsulant.

Three methods were employed to determine the average drop volume. First, twenty 
drops were collected in a pre-tared beaker, and the average droplet volume was calculated. 
Microscopic images were taken, and the droplet volume was manually calculated using 
image processing software called “Open Drop." Epoxy droplets were dispensed from 3.240 
mm above the substrate. All experiments were conducted at room temperature before curing. 
The epoxy was then cured at 120°C for 1 hour, inspected, and the curing process continued 
at 125 °C for an additional 2 hours. The optimal epoxy coverage area was identified after 
curing using the open-source software “Image-J. In order to analyze the epoxy dispensing 
further, the epoxy-covered area was measured and compared with the simulation, as shown 
in Figure 8. The average area covered was compared between simulation and experimental 
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results, as shown in Table 3. The result indicated that the simulation epoxy-covered area 
is calculated as 55.36 mm2, while the experimental volume is measured at 52.45 mm2, 
resulting in a percentage difference of 5.55%. This comparison results verified that the 
simulation configuration accurately predicts the epoxy encapsulation process.

Figure 7. Experimental setup for dispensing the epoxy

Figure 8. Covered area measurement by (a) Image-J software and (b) Ansys simulation

Table 3 
Comparison of simulation and experimental results

Experiment Simulation
Covered Area (mm2) 52.45 55.36
Percentage Difference - 5.55%
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RESULTS AND DISCUSSION

Effect of Gold Wire Configuration on Maximum Total Deformation

Wire deformation plays a critical role in the reliability of LED assemblies, as misalignment 
or improper seating of wire bonds can lead to interconnection failures between the LED chip 
and the substrate. Such failures can disrupt power and signal transmission, compromising 
LED functionality. Moreover, deformation-induced stresses may degrade the encapsulation 
material, increasing the risk of cracking or delamination and exposing the LED chip and 
bonding wires to environmental threats such as moisture and contaminants (Quispe-Aguilar 
et al., 2023). The maximum total deformation is defined as the largest displacement 
experienced within the structure to assess the resilience of different wire configurations 
under load. The stress might cause the encapsulant to crack or delaminate, thereby reducing 
its ability to protect the LED chip and bonding wires from external elements like moisture 
and contaminants. 

Figure 9 presents a comparison of the maximum total deformation, δ, for the gold 
wire layouts with EMC at a viscosity of 0.448 kg/ms. These differences in deformation 
can be attributed to the structural characteristics and geometry of each wire design. Type 
2 configurations exhibit the largest total deformation at 9.878×10-6 mm due to its complex 
loop structure, which is more susceptible to significant deformations when subjected to 
external forces or pressure during encapsulation. Following that, the Type 1 configurations 
rank second in total deformation at 7.843 ×10-6 mm due to their simpler design compared 

Figure 9. The maximum total deformation of the three types of wire configurations highlights the impact of 
geometry on deformation behavior
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to the Type 2. While it has fewer bends and curves, it still experiences notable deformation 
due to the inherent flexibility of the wire material. This can be attributed to its specific 
shape and orientation, which may increase stress concentrations and deformation under 
applied loads. This can lead to increased stress concentrations in certain regions, consistent 
with observations in encapsulated interconnects, where encapsulant properties and wire 
orientation play critical roles in stress distribution (Van Keymeulen et al., 2014).

Lastly, the type 3 wire exhibits the lowest maximum total deformation at 3.971×10-7 mm 
due to the triangular shape influencing its deformation characteristics, balancing structural 
rigidity and flexibility. The stability and balance of the Type 3 configuration results in 
a more consistent spread of mechanical stresses throughout the wire. This geometric 
feature gives the Type 3 configuration an advantage in enduring the forces and pressures 
encountered during encapsulation, making it more resilient than other configurations. 
These findings complement prior studies demonstrating that encapsulation geometry can 
significantly influence deformation behavior, with optimized designs like triangular layouts 
exhibiting improved durability and mechanical performance (Mosallaei et al., 2018). 
Furthermore, studies on wire sweep during semiconductor encapsulation highlight the 
impact of encapsulant viscosity and wire geometry on deformation patterns, reinforcing the 
importance of shape in mitigating deformation (Han & Wang, 1995). Overall, these findings 
corroborate existing research on the deformation behaviors of various wire geometries 
under encapsulation and provide a quantitative comparison of deformation magnitudes. The 
results emphasize the critical role of wire design in optimizing mechanical performance and 
minimizing stress concentrations, offering valuable insights for improving encapsulated 
wire layouts in practical applications.

Effect of Gold Wire Configuration on Maximum Equivalent Elastic Strain

Equivalent elastic strain quantifies the deformation or stretching of the wire material when 
subjected to external forces during the LED encapsulation process. This strain is essential 
for evaluating the mechanical strength and reliability of wire connections within an LED 
device. Figure 10 compares the three wire arrangements based on their largest equivalent 
elastic strain. The type 2 configuration exhibits the highest equivalent elastic strain at 
4.234 × 10-6. The type 1 configuration demonstrates a maximum equivalent elastic strain 
of 3.871 × 10-6. The type 3 configuration has the lowest equivalent elastic strain at 2.113 
× 10-7. As previously noted, the geometric features of the type 3 configuration enhance 
its structural integrity, providing greater resistance to deformation and strain, which leads 
to superior elastic behavior compared to other wire configurations. The 90-degree angles 
in the square shape likely contribute to the wire's increased rigidity, preventing excessive 
stretching or bending. This structural integrity enables the square-loop wire to retain its 
shape and resist deformation, resulting in lower elastic strain values, as supported by Wu 
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and Huang (2011), who found that stronger configurations reduce deformation and strain 
levels in LED assemblies. They emphasized that structural design significantly impacts 
mechanical stability, with simpler and well-balanced configurations more resistant to 
stress and deformation. Additionally, Packwood et al. (2018) examined the effects of 
varying encapsulant media on wire bond stress under thermal cycling, revealing that 
stress distribution and deformation levels are highly dependent on material and geometric 
choices. Their findings underscore the importance of tailoring wire configurations to achieve 
mechanical stability during encapsulation.

The results confirm trends observed in previous studies and contribute new insights 
into the impact of specific geometric features, such as the triangular shape in the Type 
3 configuration, on strain minimization. This work emphasizes the critical role of wire 
geometry in ensuring the mechanical reliability of LED assemblies and bridging a gap in 
understanding how design optimizations translate into practical performance improvements.

Effect of Gold Wire Configuration on Maximum von Mises Stress
Von Mises stress represents the equivalent stress at a specific point in a material derived 

from individual stress components. Monitoring Von Mises stress allows for structural 
integrity of gold wires to be assessed during encapsulation. High von Mises stress values 
may reveal areas where the wire is vulnerable to deformation or failure. Thus, understanding 
von Mises stress in gold wires during LED encapsulation is crucial for gaining insights 
into the wire's mechanical behavior. Figure 11 compares three-wire configurations in terms 
of their maximum von Mises stress. The type 2 configuration wire exhibits a maximum 
von Mises stress of 0.3042 MPa. The type 1 configuration shows a maximum von Mises 
stress of 0.2811 MPa. Lastly, the type 3 configuration displays a maximum von Mises 
stress of 0.001547 MPa. Hooke's Law states that stress is directly proportional to strain, 
a relationship clearly demonstrated in the type 3 configuration, which shows the lowest 
elastic strain (Figure 10) and the lowest von Mises stress. The higher von Mises stress 
observed in other wire configurations reflects higher strain levels, thereby increasing 
the likelihood of mechanical failure. Conversely, lower stress in certain configurations 
indicates that these wire shapes are more effective at resisting applied forces, helping to 
maintain structural integrity. The simulation results confirmed that Type 3 wires exhibit 
the lowest total deformation, equivalent elastic strain, and von Mises stress. This outcome 
underscores the significant impact of the gold wire's geometrical characteristics on its 
mechanical properties.

The findings of this study underscore the superior mechanical and stress performance 
of the Type 2 and Type 3 configurations during the transfer molding process, advancing the 
understanding of encapsulation mechanics in electronic devices. Notably, the observation 
that the Type 2 configuration exhibited the highest equivalent elastic strain and von Mises 
stress aligns with findings by Tian et al. (2019), who reported reduced signal transmission 
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quality (34.32%) in the Type 2 configuration compared to the Type 1 configuration (36.69%) 
under similar conditions. This suggests that while Type 2 configurations endure higher 
stress levels, they may trade off performance in electrical signal integrity.

Figure 10. The maximum equivalent strain of the three types of wire configurations highlights the impact of 
geometry on strain behavior

Figure 11. The maximum von Mises stress of the three types of wire configurations highlights the impact of 
geometry on stress behavior
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Furthermore, the results indicate that the Type 3 configuration demonstrates superior 
resilience with the lowest maximum total deformation, equivalent elastic strain, and von 
Mises stress. This aligns with the findings of Choube and Sambhe (2020), who found that 
square cross-section springs outperformed rectangular cross-sections in stress scenarios. 
This correlation directly supports the effectiveness of the square-loop Type 3 configuration 
in mitigating mechanical and thermal stresses encountered during LED encapsulation 
processes. These comparisons illustrate how the present study builds on prior research 
by reinforcing the significance of wire geometry in stress distribution and encapsulation 
efficiency. Specifically, it confirms the advantages of the Type 3 configuration in mechanical 
performance and its potential for improved reliability under operational stresses.

CONCLUSION

This study focussed on investigating the impact of wire bonding looping formation on the 
LED encapsulation process. This numerical study used a fluid with a viscosity of 0.448 
kg/ms aligned with experiments using EMC with the same viscosity. Both simulation 
and experimental data indicated that The comparison results verified that the simulation 
configuration accurately predicted the epoxy encapsulation process with a 5.55% volume 
difference, confirming the accuracy of the simulation configuration.

Three gold wire designs were evaluated with EMC at 0.448 kg/ms viscosity for 
deformation, equivalent elastic strain and maximum von Mises stress. The type 2 wire 
demonstrated good compatibility with EMC during LED encapsulation, exhibiting the 
highest deformation, equivalent elastic strain and von Mises stress among the three designs. 
The Type 1 wire showed better performance than the Type 2 wires in terms of maximum 
total deformation, equivalent elastic strain, and von Mises stress. However, the Type 3 wire 
emerged as the optimal gold wire topology for LED encapsulation due to its low maximum 
total deformation, equivalent elastic strain, and von Mises stress, highlighting its efficacy 
in LED encapsulation processes.
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ABSTRACT
Heavy metals such as cadmium, lead, arsenic, mercury, and chromium are harmful to human 
health, even in a trace amount. Despite existing guidelines and regulations for handling these 
toxic substances, mortality cases among wild animals due to heavy metal poisoning continue to 
occur. To effectively investigate the sources of heavy metal contaminants in the environment, it is 
essential to establish real-time monitoring systems across affected areas. This paper presents the 
design and development of a potentiostat device (HMstat) with the capability to perform a square 
wave anodic stripping voltammetry (SWASV). The HMstat was realized using a two-board type 
potentiostat design, incorporating through-hole technology for the analog component and the myRIO 
platform for the digital component. Performance evaluations indicated that the HMstat is capable 
of performing the SWASV method. The results demonstrated that the HMstat achieved an accuracy 

of 99.014%, remained within the tolerance range 
of components used and surpassed the existing 
solution.

Keywords: Heavy metal, potentiostat, square wave 
anodic stripping voltammetry 

INTRODUCTION

Heavy metals such as cadmium, lead, 
arsenic, mercury, and chromium are toxic 
even in small amounts. They pose significant 
risks to human health and the environment 
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due to their toxicity and ability to accumulate in living organisms. Environmental 
contamination by heavy metals is predominantly due to anthropogenic activities. These 
metals possess specific properties that make them suitable for various industrial applications, 
including metal finishing, electrical and electronics, textiles, food processing, chemicals, 
palm oil, rubber, wood, and iron and steel manufacturing (IARC, 2012).

 Despite increased awareness and regulations surrounding the use of heavy metals in 
Malaysia, cases of heavy metal poisoning continue to occur. For instance, in recent cases 
in Sabah, Malaysia, three Borneo pygmy elephants were reported to have died from heavy 
metal poisoning, with high levels of cadmium found in their livers and kidneys. However, 
the source of the heavy metal remains unknown (Vanar, 2021). To effectively investigate 
the sources of heavy metal contaminants in the environment, it is essential to establish 
real-time monitoring programs that evaluate water quality and agricultural practices across 
affected areas, highlighting the need for on-site monitoring techniques. 

Traditionally, spectrometric techniques have been used to detect heavy metals in 
the environment. Various instruments have been developed for this purpose, including 
spectrometric techniques such as inductively coupled plasma mass spectrometry (ICP-
MS), inductively coupled plasma atomic emission spectrometry (ICP-AES), inductively 
coupled plasma-optical emission spectrometry (ICP-OES), flame atomic absorption 
spectrometry (F-AAS), and graphite furnace atomic absorption spectrometry (GF-AAS). 
These instruments are highly sensitive and selective and have been used to detect cadmium 
levels in water (Ahmed et al., 2020; Zanuri et al., 2020), air (Azid et al., 2018; Mohamed et 
al., 2014), soil (Chaudhary et al., 2020; Kusin et al., 2018), fish (Ishak et al., 2020; Poong 
et al., 2020), tobacco (Janaydeh et al., 2019), and human blood (Zulkifli et al., 2019).

However, these spectrometric instruments are expensive, have complex operational 
procedures, and require skilled and trained personnel. Additionally, these instruments are 
laboratory-based, bulky, and unsuitable for in-situ application, making samples susceptible 
to contamination during storage and transportation from site to laboratory, potentially 
leading to inaccurate results (Fakude et al., 2020; Lu et al., 2018). To avoid contamination, 
the in-situ monitoring of heavy metals is necessary. Electrochemical techniques are well-
suited for in-situ monitoring due to their rapid analysis, ease of use, and adaptability for 
integration into compact circuits, making them ideal for portable and in-situ applications 
(Bansod et al., 2017; Lu et al., 2018; Lv et al., 2017). 

The commercial electrochemical instruments, which the potentiostats can be purchased 
as bench-top instruments that offer a broad operating potential range, user-friendly 
software for data interface and display, and a wide range of specialized applications, 
including characterization of batteries, fuel cells, biosensors, corrosion, environmental 
monitoring, and the electrochemical synthesis of materials (Irving et al., 2021). However, 
in practice, only a few of the built-in features are frequently used. This often makes 
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commercial potentiostats overly complex and overpriced, particularly when only simple 
electroanalytical applications are required (Tichter et al., 2023). Additionally, the bulky 
size of bench-top potentiostats limits their application in laboratory environments. 

In contrast, hand-held potentiostats, such as the EmStat4S from PalmSens and the 
DropStat from Metrohm, offer portability, making them suitable for in-situ applications. 
However, commercial potentiostats are typically distributed as “black boxes," making 
it impossible to reprogram and modify the devices (often for warranty reasons) to 
accommodate measurement routines beyond the standard functions (Dryden & Wheeler, 
2015; Tichter et al., 2023).

Nowadays, several designs of self-built potentiostat have been reported for heavy 
metal ion detection (Adams et al., 2019; Cordova-Huaman et al., 2021; Nemiroski et al., 
2014; Rowe et al., 2011; Umar et al., 2021; Umar, Bakar et al., 2020; Umar, Akhtar et al., 
2020; Wu et al., 2017). Most designs implement a single board type with surface-mounted 
integrated circuits, which can be manufactured in small sizes regardless of the component 
complexity. These designs typically feature 12-bit or higher input/output resolution, 
sufficient for performing square wave anodic stripping voltammetry method (SWASV), a 
widely used technique for rapid analysis of heavy metals ions (Bansod et al., 2017; Borrill 
et al., 2019). However, they require skilled personnel and sophisticated tools for fabrication 
and component assembly, creating hindrances for researchers who wish to undertake in-
house fabrication and modification. 

An alternative approach is the two-board type potentiostat, where the digital (signal 
controller) and the analog components are designed on separate boards (Li et al., 2018; 
Meloni, 2016; Umar et al., 2018). This type of potentiostat implements an off-the-shelf 
board as the digital component and a custom-fabricated daughterboard with through-hole 
technology for the analog component. This design allows in-house self-fabrication and 
modification, regardless of the researcher's background, even with limited fabrication 
skills and equipment. One of the self-built potentiostat developments is an Arduino-based 
potentiostat fabricated using simple through-hole electronic components capable of 
performing simple electrochemical experiments. However, the Arduino-based potentiostat 
requires external Analog-to-Digital Converter (ADC) and Digital-to-Analog Converter 
(DAC) components, making the design more complicated. Moreover, the Arduino-based 
potentiostat has limitations in operating high-frequency electrochemical methods such as 
SWASV (Li et al., 2018; Meloni, 2016; Umar et al., 2018). 

Thus, the main aim of this study is to design and develop a potentiostat device 
(HMstat) capable of performing SWASV. This study provides a detailed description of 
the development of the HMstat and evaluates its ability to execute the SWASV method 
using cell replication. The testing is limited to imitation scenarios. Although it does not 
involve real heavy metal samples, the HMstat is intended for future applications in heavy 
metal detection. 
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METHODOLOGY

Design of HMstat

The proposed device, HMstat, is designed using a two-board approach. The design 
comprises three components (Figure 1): the analog component, known as the potentiostat 
read-out circuit component (PRCC); the digital component, referred to as the control signal 
component (CSC); and the graphical user interface (GUI).

Figure 1. General overview of components of HMstat

Potentiostat Read-out Circuit Component PRCC

The PRCC is designed by implementing through-hole technology. This technology 
facilitates the fabrication and modification process of the PRCC regardless of researchers' 
backgrounds, even with limited skills and tools. The PRCC comprises two primary 
components: the potential control part (PCP) and the current measurement part (CMP). 

Potential Control Part

The PCP's role is to regulate the interfacial potential at the working electrode (WE) 
concerning the reference electrode (RE) through the counter electrode (CE) in the 
electrochemical cell. The PCP is structured into two stages, utilizing distinct operational 
amplifier configurations, as illustrated in Figure 2. The first stage is the summing amplifier 
(OASUM), and the second is the voltage follower (OAFOL), which is positioned in the negative 
feedback loop of OASUM. OAFOL functions to limit any potential current flow through the 
RE and serves as a unity gain buffer. The potential at the WE is controlled by applying a 
voltage signal, 𝑉𝑉𝑎𝑎𝑎𝑎   , to the negative input of OASUM. As 𝑉𝑉𝑎𝑎𝑎𝑎    deviates from the fixed potential 
of RE, the output of OASUM adjusts to direct current flow between the CE and WE, thereby 
equalizing the positive and negative inputs of OASUM.

Current Measurement Part

The second component of PRCC is the CMP, which consists of a single-stage trans-
impedance amplifier (OATIA), as depicted in Figure 2. The purpose of the CMP is to measure 
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the current passing through the electrochemical cell between the CE and WE, which 
corresponds to the varying potential output from OASUM. This current is quantified as a 
voltage drop across the feedback resistor (𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )  ) of OATIA. The output of OATIA is further 
amplified before being recorded.

Figure 2. Block diagram of potential control part and current measurement part in potentiostat read-out 
circuit component

Control Signal Component 

The CSC for HMstat was developed using the myRIO platform as the digital core. Under 
this platform, the signal generation/acquisition and dedicated Graphical User Interface 
(GUI) was developed to allow for real-time signal monitoring. Several attributes of 
the myRIO platform render it well-suited to serve as the CSC for HMstat. Notably, it 



1278 Pertanika J. Sci. & Technol. 33 (3): 1273 - 1299 (2025)

Siti Nur Hanisah Umar, Elmi Abu Bakar, Mohammad Nishat Akhtar, Noorfazreena Mohammad Kamaruddin and Naoki Uchiyama

comes equipped with a built-in 12-bit DAC and ADC, offering analog output and input 
functionality that can be effectively utilized in both polar directions. This capability is 
accessible through the miniSystem port (MSP C) (Figure 3), which includes:

 • Power Outputs: +5 V, +15 V, and -15 V power outputs.

 • Analog Input Channels: Two differential analog input channels (AI0+/AI0- and AI1+/
AI1-). It can be used to measure signals up to ±10 V.

 • Analog Output Channels: Two single-ended analog output channels (AO0 and AO1). 
It can be used to generate signals up to ±10 V.

 • General-Purpose Digital Lines: Eight general-purpose digital lines, capable of 3.3 V 
output and 3.3 V or 5 V compatible input (DIO0 to DIO7).

 • Reference Grounds: DGND serves as a reference for digital lines and +5 V power 
output, while AGND serves as a reference for analog input and output, as well as 
+15V and -15V power outputs.

Figure 3. Input-output of CSC
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Signal Generation and Process

Signal generation, acquisition, and processing are designed and executed within the CSC 
using the LABVIEW graphical programming environment. Figure 4 depicts the basic 
structure of the LABVIEW program. It comprises six main components: loops, signal 
blocks, an analog output block, an analog input block, data collection blocks, a measurement 
file block, and waveform charts blocks. 

The loops used include the while loop, case structure loop, for loop, and control loop. 
The analog output block writes the value or passes the generated signal to the analog output 
channel of AO0 (analog output 0). The analog input block reads value or acquires signal 
from the two analog input channels, AI0 and AI1 (analog input 0 and analog input 1). The 
data collection blocks collect signals at each time step of the signal writes (generates) 
and reads (acquires) and return them as collected signal values along with time data. The 
measurement file block stores the data collected by the data collection block and stores 
it in Microsoft Excel files (.xlsx). The waveform chart blocks display the generated and 
acquired signal, enabling real-time monitoring by the user. 

Figure 4. LABVIEW graphical program

The signal block is used to generate the desired potential signals. For HMstat to 
perform the SWASV method, three signals are designed: constant, ramp, and square wave 
voltammetry (SWV). These three signals are the core elements used in the SWASV method. 
Constant and SWV signals are the core elements used in the SWASV method, while the 
ramp signal is a constituent of cyclic voltammetry (CV), performed prior to measurement as 
a surface treatment for the electrode, particularly the screen-printed electrode. This process 
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aims to achieve a proper baseline and a stable response during heavy metal detection or 
measurement (Bernalte et al., 2020).

Generation of Constant Signal

The basic parameters for generating the constant signal are the desired constant potential 
and the duration of the applied constant potential. The constant signal is generated using 
a step signal block (Figure 5). This block requires three input parameters: the initial, final, 
and step time. The initial and the final values are set to the desired constant potential, and 
the step time determines the duration for which the constant potential is applied.

which the constant potential is applied. 

 

 

 
Figure 1. Step signal block 

Figure 5. Step signal block

Generation of the Ramp Signal

The key parameters for generating the ramp signal are the initial and final potential, along 
with the scan rate. The ramp signal is generated using a ramp signal block (Figure 6), 
which requires three input parameters: the initial output, the start time, and the slope of 
the ramp signal. The initial output corresponds to the initial potential of the ramp signal, 
the start time is set to 0 for all measurements, and the slope is determined by the scan rate.

Generation of SWV Signal

SWV signal combines a square wave and staircase signal. The main parameters in SWV 
are the initial and final potential, the modulation amplitude, the step amplitude, and the 
frequency of the SWV signal. The SWV signal is generated using a combination of the ramp 
signal block (Figure 6), the discrete signal block [Figure 7(a)], and the pulse signal block 
[Figure 7(b)]. The ramp signal block is first discretized using the discrete signal block to 
form a staircase signal, which is then superimposed with the square wave signal generated 
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using the pulse signal block. The input parameters for the ramp signal block include the 
initial potential as the initial output, the start time of 0, and the slope as a product of the 
step amplitude and the frequency of the SWV signal.

Figure 6. Ramp signal block

The input parameters for the discrete signal block are the sample period and the sample 
skew. The sample period is set as 1/frequency of the SWV signal, and the skew is set to 
0. The pulse signal block requires five input parameters: the start time, amplitude, offset, 
duty cycle, and period. The start time is set to 0, the amplitude is half of the modulation 
amplitude, the offset is negative half of the modulation amplitude, the duty cycle is 50%, 
and the period is 1/frequency. 

modulation amplitude, the duty cycle is 50%, and the period is 1/frequency.  

 

 
Figure 7. Discrete signal block and pulse signal block

User Interface

A graphic user interface (GUI) allows the user to control the test parameters and provides 
real-time monitoring for both signal generation and acquisition. The GUI is designed and 
developed using the LABVIEW program. The three basic signals, constant, ramp and 
SWV, are integrated into the GUI under the ‘Cell Replication Bench Test’ tab (Figure 8). 
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Figure 8. Graphical user interface developed for real-time performance monitoring

Fabrication of HMstat

This section describes the electronic components used to fabricate and assemble the 
HMstat's PRCC. Table 1 lists all required electronic components for building the PRCC. 
Initially, the electronic components were assembled on a breadboard to assess their 
functionality. Once confirmed, they were permanently soldered onto a stripboard.

A single-sided stripboard is used, as shown in Figure 9. The size of the stripboard is 
13 × 16 [Figure 10(a)]. The stripboard is cut into the desired size using a circuit board 
cutter. The thin copper lanes are broken at the appropriate locations using a drill bit. 
The locations of the broken copper lanes are shown in Figure 10(b). The placement of 
electronic components, such as the operational amplifier (LM324N), resistors (R1 and R2), 
and terminal blocks (2-PMSTB and 3-PMSTB1,2,3), is illustrated in Figure 10(c). The 
placement of wires is shown in Figure 10(d). The feedback resistor, 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )  , is connected to 
PRCC through a 2-pin male screw terminal block (2-PMSTB) to allow for flexibility in 
operating the current range [Figure 10(e)]. The 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )   value can be replaced with a larger 
or smaller resistance value for a smaller or larger current range.
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Table 1 
Bill of materials (1 MYR = 0.2127 EUR = 0.2218 USD)

Designator Component Unit Cost per unit 
-currency

Total cost -
currency

Source of 
materials

Material 
type

R1,R2 Resistor 10kΩ 2 0.5 MYR 1.0 MYR Shopee Metal
Rgain Resistor 499kΩ 1 0.5 MY 0.5 MYR Shopee Metal
RWE/RE Resistor 100kΩ 1 0.5 MYR 0.5 MYR Shopee Metal
LM324N IC Quad Op-Amp LM324N 1 2.0 MYR 2.0 MYR Shopee Other
LM324N IC Quad Op-Amp LM324 

socket
1 0.4 MYR 0.4 MYR Shopee Other

Wire Jumper wire 20 0.2 MYR 4.0 MYR Shopee Metal/
Polymer

Stripboard Single-sided stripboard 1 2.0 MYR 2.0 MYR Shopee Other
3-PMSTB 3-pin Male Screw terminal 

block
3 1.0 MYR 3.0 MYR Shopee Other

2-PMSTB 2-pin Male Screw terminal 
block

1 1.0 MYR 1.0 MYR Shopee Other

CSC myRIO 1 3984.0 MYR 3984.0 
MYR

Element14 Other

Cell 
replication

Prototype breadboard 1 25.0 MYR 25.0 MYR Element14 Other

Figure 9. (a) Stripboard front (no copper strip) and (b) stripboard rear (with copper strip)
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Figure 10. (a) Stripboard cutout dimension of 16 × 13 (front). (b) Breakage points (rear). (c) Placement of 
electronic component on stripboard (LM324N, R1 and R2, 3-PMSTB1,2,3, and 2-PMSTB2). (d) Placement 
of wires. (e) Placement of 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )  
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The connection between the PRCC and CSC is illustrated in Figure 11. Six 
interconnections between CSC and PRCC are involved. The CSC provides dual-polarity 
power outputs of +15V and -15V to the LM324N operational amplifier, with AGND serving 
as the reference point for these power outputs. Additionally, the voltage signal, denoted 
as Vap, generated by the CSC, is transmitted to the PRCC via the analog output (AO0). 
The CSC, in turn, receives two distinct signals from the PRCC through two differential 
analog inputs (AI0+ and AI1+). The signals obtained from AI0+ and AI1+ correspond to 
the output signals from the OAFOL, VoutFO L  and, OATIA, VoutTIA   and, OATIA, VoutFO L  and, OATIA, VoutTIA   of the PRCC, respectively. 
A summary of the connections is provided in Table 2.

Figure 11. Connection of PRCC to CSC
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Table 2 
Summary connection between CSC and PRCC

PRCC CSC Wire 
colourDescription Symbol Terminal 

block
Description Symbol

Positive supply of LM324N 
operational amplifier

+V 3-PMSTB1_1 Positive power 
output

+15V —

Negative supply of LM324N 
operational amplifier

-V 3-PMSTB1_2 Negative power 
output

-15V —

Inverting input of summing 
amplifier (LM324N 4)

𝑉𝑉𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆𝑆𝑆  3-PMSTB2_1 Analog output 0 AO0 —

Output of voltage follower 
(LM324N 3)

VoutFO L  and, OATIA, VoutTIA  3-PMSTB2_2 Analog input AI0+ —

Output of transimpedance 
amplifier (LM324N 3)

VoutFO L  and, OATIA, VoutTIA  3-PMSTB2_3 Analog input AI1+ —

Positive input of summing 
amplifier (LM324N 2)

- 3-PMSTB1_3 Ground AGND —

The positive input of 
transimpedance amplifier 
(LM324N 3)

- 3-PMSTB1_3 Ground AGND —

RESULTS AND DISCUSSION

This section describes the assessment of the HMstat in terms of device functionality and 
accuracy. The performance of the HMstat is evaluated using a cell replication bench test. 
This test employs a single resistance between RE (E (𝑉𝑉𝑔𝑔𝑔𝑔𝐹𝐹𝐹𝐹𝐹𝐹 ) and WE (𝑉𝑉𝑔𝑔𝑔𝑔𝑇𝑇𝑇𝑇𝑇𝑇 ), repr ) and WE (E (𝑉𝑉𝑔𝑔𝑔𝑔𝐹𝐹𝐹𝐹𝐹𝐹 ) and WE (𝑉𝑉𝑔𝑔𝑔𝑔𝑇𝑇𝑇𝑇𝑇𝑇 ), repr ), representing the 
primary electrochemical cell. This test uses a resistance value (𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 ,  ) of 100 kΩ ± 5%. 

Device Functionality

The HMstat is first linked to the cell replication of 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 ,  , as illustrated in Figure 12. To 
interface the cell replication with the HMstat, the output of OASUM and the positive input 
of OAFOL are connected to one terminal of 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 ,  , while the other terminal of 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 ,  
𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 ,   is connected to the negative input of OATIA [Figure 12(a)]. As illustrated in the 
circuit layout [Figure 12(b)] and the prototype [Figure 12(c)], the 3-pin male screw terminal 
block 3 (3-PMSTB3) served as the interconnection between cell replication and the HMstat.  

The HMstat is powered using an external power supply cable and connected to the 
personal computer via a USB cable. The real-time monitoring GUI is launched (Figure 8). 
Pressing the green start button activates the GUI, as indicated by the illumination of LED0 
on the myRIO platform. Under the “Cell Replication Bench Test” tab, the parameters of 
the signal testing are set. 

For constant 𝑉𝑉𝑎𝑎𝑎𝑎    signal, 11 different constant signals (-0.5V, -0.4V, -0.3 V, -0.2 V, 0V, 
0.1 V, 0.2 V, 0.3 V, 0.4 V, and 0.5 V) are applied for a duration of 20 seconds. The ramp 
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Figure 12. (a) The circuit diagram, (b) circuit layout, and (c) prototype of HMstat connected to cell 
replication

(a)

(b) (c)
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𝑉𝑉𝑎𝑎𝑎𝑎    signal sweeps from an initial potential of -0.5 V to +0.5 V with a scan rate of 0.05 V/s. 
The SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signal is scanned from an initial potential of -0.5 V to 0 V, with a modulation 
amplitude of 0.05 V, a step amplitude of 0.005 V, and a frequency of 10 Hz. Each signal 
is applied for a single cycle. 

The measurement starts when the Run button is clicked. During the measurement, real-
time signal generation and acquisition were monitored on the graph panel, as illustrated 
in Figure 13. The measurement can be stopped at any time by pressing the EXIT button. 
Upon completion, the stored data is available in .xlsx format for further manipulation and 
analysis. 

Figure 13. Real-time monitoring of signal generation and acquisition

The response of the HMstat is obtained through the output of PCP and CMP. The 
output results of PCP are acquired as VoutFO L  and, OATIA, VoutTIA   from the PRCC, accessed through AI0+ of 
the CSC. The output results of CMP are acquired as VoutFO L  and, OATIA, VoutTIA    from the PRCC, accessed 
through AI1+ of the CSC. The formulation of the output from PCP and CMP is derived 
based on Kirchhoff’s law and Ohm’s law. Ideally, the current flow into the input terminal 
of the operational amplifier is zero. Thus, the measured voltage applied to the WE, VoutFO L  and, OATIA, VoutTIA    
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is expressed in terms of the applied voltage signal, 𝑉𝑉𝑎𝑎𝑎𝑎   , as given in Equation 1. Given that 
𝑅𝑅1 = 𝑅𝑅2 = 10 𝑘𝑘Ω , the magnitude of VoutFO L  and, OATIA, VoutTIA    is expected to be equal to 𝑉𝑉𝑎𝑎𝑎𝑎   .

𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝐹𝐹𝐹𝐹𝐹𝐹 = −
𝑅𝑅2

𝑅𝑅1
𝑉𝑉𝑎𝑎𝑎𝑎   [1]

The output results of PCP under constant, ramp, and SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals are shown 
in Figures 14(a)-(c). In Figure 14(a), 11 constant 𝑉𝑉𝑎𝑎𝑎𝑎    signals ranging from -0.5 V to 0.5 
V are applied to PCP. The results demonstrate that the magnitude of VoutFO L  and, OATIA, VoutTIA   signals is 
consistent with the magnitude of 𝑉𝑉𝑎𝑎𝑎𝑎    signals, aligned with Equation 1, as 𝑅𝑅1 = 𝑅𝑅2 = 10 𝑘𝑘Ω , thus  
VoutFO L  and, OATIA, VoutTIA   = 𝑉𝑉𝑎𝑎𝑎𝑎   . In Figure 14(b), the result of the ramp 𝑉𝑉𝑎𝑎𝑎𝑎    signal sweeping from -0.5 V 
to 0.5 V is shown, with VoutFO L  and, OATIA, VoutTIA   increasing in accordance with 𝑉𝑉𝑎𝑎𝑎𝑎   . The results shown in 
Figure 14(c) demonstrate that the PCP is capable of operating under the SWV 𝑉𝑉𝑎𝑎𝑎𝑎   signal. 
However, slight deviations and fluctuations were observed were observed. The deviation 
was particularly evident in the responses to the constant 𝑉𝑉𝑎𝑎𝑎𝑎   signals, while noise was present 
in the results for both constant and ramp 𝑉𝑉𝑎𝑎𝑎𝑎    signals. 

The ideal current measurement can be expressed as shown in Equation 2. The 
experimental current measurement of HMstat is obtained as a voltage drop across the 
feedback resistor, 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )   as VoutFO L  and, OATIA, VoutTIA  . The formulation is shown in Equation 3. Combining 
Equations 2 and 3, the expression for 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 _𝑇𝑇𝑇𝑇𝑇𝑇  in terms of 𝑉𝑉𝑎𝑎𝑎𝑎    is given in Equation 4. Since 

as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The   and as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The  , thus, as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The  .

𝑇𝑇𝑊𝑊𝑅𝑅/𝑅𝑅𝑅𝑅 = 𝑉𝑉𝑎𝑎𝑎𝑎
𝑅𝑅𝑅𝑅𝑅𝑅 /𝑊𝑊𝑅𝑅

   [2] 

𝑇𝑇𝑊𝑊𝑅𝑅/𝑅𝑅𝑅𝑅 =
𝑉𝑉𝑜𝑜𝑜𝑜 𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇
𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔   

   [3] 

𝑉𝑉𝑎𝑎𝑎𝑎
𝑅𝑅𝑅𝑅𝑅𝑅 /𝑊𝑊𝑅𝑅

=
𝑉𝑉𝑜𝑜𝑜𝑜 𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇
𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔   

  

 [2]
𝑇𝑇𝑊𝑊𝑅𝑅/𝑅𝑅𝑅𝑅 = 𝑉𝑉𝑎𝑎𝑎𝑎

𝑅𝑅𝑅𝑅𝑅𝑅 /𝑊𝑊𝑅𝑅
   [2] 

𝑇𝑇𝑊𝑊𝑅𝑅/𝑅𝑅𝑅𝑅 =
𝑉𝑉𝑜𝑜𝑜𝑜 𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇
𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔   

   [3] 

𝑉𝑉𝑎𝑎𝑎𝑎
𝑅𝑅𝑅𝑅𝑅𝑅 /𝑊𝑊𝑅𝑅

=
𝑉𝑉𝑜𝑜𝑜𝑜 𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇
𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔   

  

 [3]

𝑇𝑇𝑊𝑊𝑅𝑅/𝑅𝑅𝑅𝑅 = 𝑉𝑉𝑎𝑎𝑎𝑎
𝑅𝑅𝑅𝑅𝑅𝑅 /𝑊𝑊𝑅𝑅

   [2] 

𝑇𝑇𝑊𝑊𝑅𝑅/𝑅𝑅𝑅𝑅 =
𝑉𝑉𝑜𝑜𝑜𝑜 𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇
𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔   

   [3] 

𝑉𝑉𝑎𝑎𝑎𝑎
𝑅𝑅𝑅𝑅𝑅𝑅 /𝑊𝑊𝑅𝑅

=
𝑉𝑉𝑜𝑜𝑜𝑜 𝑜𝑜𝑇𝑇𝑇𝑇𝑇𝑇
𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔   

   [4]

In Figures 15(a) – (c), the output results of CMP under constants, ramp, and SWV 
𝑉𝑉𝑎𝑎𝑎𝑎    signals are shown. Figure 15(a) demonstrates the response of CMP to 11 constant 
𝑉𝑉𝑎𝑎𝑎𝑎    signals ranging from -0.5 V to 0.5 V. The results indicate that the VoutFO L  and, OATIA, VoutTIA    signals are 
approximately five times the 𝑉𝑉𝑎𝑎𝑎𝑎    signals, consistent with Equation 4 as as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The    
and as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The  ; thus, as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The  . The response of CMP under ramp 𝑉𝑉𝑎𝑎𝑎𝑎    
signals [Figure 15(b)] also aligns with Equation 4, with VoutFO L  and, OATIA, VoutTIA   signals increasing with 
𝑉𝑉𝑎𝑎𝑎𝑎    signals. The CMP is also capable of operating under SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals, with results 
following the applied signal. Similar to the result observed for the PCP, deviations and 
noise were also present in each CMP result.
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Figure 14. The output of PCP under (a) constant, (b) ramp, and (c) SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals, respectively
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Figure 15. The output of CMP under (a) constant, (b) ramp, and (c) SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals, respectively
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Accuracy Performance

The accuracy of the HMstat is assessed by plotting the voltammogram shown in Figure 
16. The dashed line represents the best-fit line through the data. The R2 value indicates the 
correlation coefficient of the best-fit line, where a value of 1 signifies that the data point lies 
perfectly on the straight line. The equation of the straight line 𝑦𝑦 = 10.0996𝑥𝑥 + 0.0901 can be expressed in the form  𝑦𝑦 = 𝑚𝑚𝑥𝑥 + 𝑏𝑏, where    
can be expressed in the form 𝑦𝑦 = 10.0996𝑥𝑥 + 0.0901 can be expressed in the form  𝑦𝑦 = 𝑚𝑚𝑥𝑥 + 𝑏𝑏, where   , where m represents the slope of the best-fit 
line and can be calculated as calculated as 1/𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 .   . From this equation, as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The   is calculated to 
be 99.014 kΩ. Since the as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The   used in this study is 100 kΩ ± 5%, the accuracy of the 
HMstat is calculated to be 99.014%. This measured value falls within the precision rating 
of the resistor used, which is 95 kΩ to 105 kΩ. 

Figure 16. Voltammogram under a variety of constant 𝑉𝑉𝑎𝑎𝑎𝑎    signal

Comparison to an Existing Solution 

The HMstat is compared to an existing solution, which is the Arduino-based potentiostat (Li 
et al., 2018; Meloni, 2016; Umar et al., 2018). The details of the design and development 
of the Arduino-based potentiostat are referred to in Umar et al. (2018). For comparison, the 
parameters of the 𝑉𝑉𝑎𝑎𝑎𝑎    signals were adapted to those used in the Arduino-based potentiostat. 
The ramp 𝑉𝑉𝑎𝑎𝑎𝑎    signal sweeps from an initial potential of -1 V to +1 V with a scan rate of 
0.05 V/s. The SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signal is scanned with an initial potential of -1 V to 0 V, with 
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modulation and step amplitude of 0.05 V and a frequency of 10 Hz. The 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )   and as 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 = 499 𝑘𝑘Ω and 𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 = 100𝑘𝑘Ω; thus, 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜 𝑇𝑇𝑇𝑇𝑇𝑇 = 4.99𝑉𝑉𝑎𝑎𝑎𝑎 . The   
values used in the test were 1 kΩ. 

The results are normalized into the current measurement, calculated as 1/𝑅𝑅𝑅𝑅𝑅𝑅/𝑊𝑊𝑅𝑅 .   calculated 
using Equation 3. Figures 17(a) and (b) show the response of HMstat and Arduino-based 
potentiostat under ramp and SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals, respectively. For the ramp 𝑉𝑉𝑎𝑎𝑎𝑎    signal, both 
the HMstat and Arduino-based potentiostat exhibit similar increasing patterns in current 
response, although significant offset and higher noise are observed in the Arduino-based 
potentiostat’s results. The results indicate that both devices can operate under a ramp 𝑉𝑉𝑎𝑎𝑎𝑎    
signal. Existing studies support the result of Arduino-based potentiostat (Cordova-Huaman 
et al., 2021; Li et al., 2018; Meloni, 2016) that demonstrate its to perform CV and LSV 
(part of ramp 𝑉𝑉𝑎𝑎𝑎𝑎    signal). 

Figure 17. Response of HMstat and the existing solution under the ramp and SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signal
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The results under SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals show that the Arduino-based potentiostat produces 
higher current noise than HMstat [Figure 17(b)]. This is attributed to the Arduino’s 8-bit 
PWM DAC resolution, which is insufficient for performing the SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signal. In 
contrast, the HMstat uses a built-in 12-bit DAC resolution, adequate for SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals. 
Consequently, the HMstat demonstrates superior performance in handling SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signal 
compared to Arduino-based potentiostat.

CONCLUSION

The design and development of the HMstat have been successfully achieved by employing 
a two-board potentiostat system. This system comprises the analog component, known 
as the potentiostat read-out circuit component (PRCC), and the digital component, which 
is the control signal component (CSC). The implementation of through-hole technology 
for the PRCC has facilitated the fabrication process, allowing for in-house fabrication 
and modification, irrespective of the researcher's background. Additionally, the use of the 
myRIO platform for the CSC has simplified and reduced the stages in the PRCC from 
the previous design (Umar et al., 2018) to just three stages. This reduction is due to the 
myRIO platform’s built-in 12-bit DAC and ADC, dual polarity analog inputs and outputs, 
and supply power capabilities. The real-time signals generated and acquired are accessible 
for monitoring through a GUI developed on the LabVIEW platform.

The capability of HMstat was evaluated through both static and dynamic 𝑉𝑉𝑎𝑎𝑎𝑎    signals. 
The HMstat demonstrated its ability to operate under constant, ramp, and SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals, 
indicating its suitability for performing the SWASV method, as the 𝑉𝑉𝑎𝑎𝑎𝑎    signals are essential 
components of SWASV. The accuracy of the HMstat was found to be 99.014%, which 
is within the tolerance range of the components used (5%). Comparative performance 
verification between HMstat and an existing Arduino-based potentiostat has shown that 
the HMstat is superior in handling both ramp and SWV 𝑉𝑉𝑎𝑎𝑎𝑎    signals. The results confirm 
that the HMstat outperforms the existing solution, demonstrating its enhanced capability 
and accuracy. 

Overall, the specifications of the HMstat are comparable to that of a commercial 
hand-held potentiostat, as shown in Table 3. The EmStat4S by DropSens comes in two 
versions: low range and high range. The low range operates within a potential range of 
±3 V and a maximum measurable current of ±30 mA. In contrast, the high range operates 
within ±6 V and a maximum measurable current of ±200 mA. It is capable of performing 
various voltammetric, amperometric, galvanostatic, and pulse techniques. The DropStat 
by Metrohm offers a narrower potential range of ±2 V and a maximum measurable 
current of ±0.2 mA, and it supports some amperometric and voltammetric techniques. 
Meanwhile, the DropStat Plus provides a wider potential range of ±4V and a maximum 
measurable current of ± 40 mA, and it is capable of operating amperometric, galvanostatic 
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and voltammetric techniques. The HMstat offers the widest potential range up to ±10 V. 
Although its maximum current range is limited to ±0.1 mA, this limit can be adjusted by 
modifying the feedback gain, 𝑅𝑅𝑔𝑔𝑎𝑎𝑔𝑔𝑔𝑔 )  , depending on the application. The HMstat is capable 
of performing techniques used for heavy metal detection, including CV, SWV, and SWASV. 

Table 3 
Specification of potentiostat

Name Potential 
range

Maximum 
measurable 
current

Available technique Device page on the company’s 
website

EmStat4S ±3 V or 
±6 V

±30 mA or 
±200 mA

Voltammetric: LSV, CV;
Amperometric: CA, ZRA, 
CC, MA, PAD;
Galvanostatic: LSP, CP, 
MP, OCP;
Pulsed technique: DPV, 
SWV, NPV

https://www.palmsens.com/product/
emstat4s/?utm_source=google_
ads&utm_medium=cpc&utm_
campaign=landen&gad_
source=1&gclid=CjwKCAiApY-
7BhBjEiwAQMrrEROngQ-vwLg-
0rgdg0tTt193PyKo3HvoDaphB
CcuoWxAtfLTjGpk6hoCLJ0QA
vD_BwE

DropStat ± 2V ± 0.2 mA Amperometric: AD;
Voltammetric: LSV, CV, 
SWV, DPV

https://metrohm-dropsens.
com/products/instruments/
electrochemical-instruments/
electrochemical-reader-dropstat/

DropStat 
Plus

± 4V ± 40 mA Amperometric: AD;
Voltammetric: LSV, CV, 
SWV, DPV;
Galvanostatic: OCP

https://metrohm-dropsens.
com/products/instruments/
electrochemical-instruments/
standalone-electrochemical-
reader-customized-for-your-final-
application/

HMstat ±10 V ±0.1 mA CV, and SWV, and 
SWASV

-

Chronoamperometric (CA), Zero Resistance Amperometry (ZRA), Chronocoulometry (CC), MultiStep 
Amperometry (MA), Pulsed Amperometric Detection (PAD), Linear Sweep Potentiometry (LSP), 
Chronopotentiometry (CP), MultiStep Potentiometry (MP), Open Circuit Potentiometry (OCP), Differential 
Pulse Voltammetry (DPV), Normal Pulse Voltammetry (NPV)

For further progress, the HMstat should be assessed for detecting heavy metal ions 
in solution by coupling it with an electrode sensor. To enable in-situ detection, a compact 
electrode sensor is preferred to meet the intended purpose. A screen-printed electrode 
sensor is a suitable choice, as it integrates three essential electrodes on the same surface. 
The pictorial representation of the HMstat coupled with the screen-printed electrode is 
shown in Figure 18. A small sample solution containing heavy metal ions will be dropped 
onto the surface of the electrode sensor.
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Figure 18. Setup for heavy metal detection using HMstat and screen-printed electrode
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ABSTRACT
This study presents a 3 dB power divider based on a two-layer Substrate Integrated Waveguide 
(SIW) structure designed to achieve high isolation and optimal return loss at both output ports 
while maintaining low insertion loss. The initial configuration uses a conventional Y-junction 
SIW power divider, which demonstrates limited isolation between output ports. A rectangular slot 
was incorporated at the Y-junction, significantly enhancing isolation. Although this adjustment 

introduced some insertion loss, a second 
substrate layer with a copper patch was added 
above the slot, effectively minimizing insertion 
loss and preserving strong isolation without the 
need for an isolation resistor. The resistor-free 
design simplifies fabrication and improves 
reliability by avoiding components that may fail 
under high power conditions. Due to fabrication 
constraints, the power divider is optimized for 
performance at two center frequencies, 12 GHz 
and 24 GHz, with prototyping focused on 12 
GHz. Simulated and measured results at 12 GHz 
are in close agreement, confirming measured 
isolation performance with at least 10 dB of 
isolation over a fractional bandwidth of 9.9%. 
While this narrowband design may not suit all 
applications, it offers high precision for systems 
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that require strict frequency isolation, making it especially advantageous for targeted narrowband 
applications where isolation and reliability are critical.

Keywords: 3 dB power divider, bi-layered substrate, slot aperture, substrate integrated waveguide 

INTRODUCTION

In microwave systems, power dividers play a crucial role by enabling the division of signals 
into predetermined sub-paths. Depending on the specific application, these divisions can 
occur with equal or varying power levels. Historically, traditional waveguide structures were 
commonly employed to perform this function due to their ability to handle high-frequency 
signals efficiently. However, these conventional waveguides had significant drawbacks. 
They were often large and required complex and costly manufacturing processes, which 
made them impractical for widespread use, particularly in mass production environments 
where compactness and cost-effectiveness are key considerations. Power dividers have 
been widely implemented in various subsystems such as antenna feeding networks, 
interferometers, and other critical components that are integral to microwave systems.

In more recent years, microstrip-based power dividers have become increasingly 
preferred in many applications. This shift is primarily due to the planar structure of 
microstrip technology, which offers excellent compatibility with modern printed circuit 
board (PCB) designs. Microstrip-based designs also allow for easier integration into 
electronic devices, which often need to be both compact and lightweight to meet industry 
standards for portability and efficiency. The T-junction power divider, for example, is one 
of the most popular types of microstrip-based power dividers. Its appeal lies in its simple 
design and relatively straightforward manufacturing process. Despite these advantages, 
the T-junction power divider has some inherent limitations. Specifically, it is typically 
narrowband in nature, as it is challenging to match the impedance at the output ports, 
which often results in poor return loss and limited isolation performance (Chen et al., 
2010; He et al., 2013).

An alternative structure known as the Wilkinson power divider has been developed to 
address the shortcomings of the T-junction design. This design offers several advantages, 
including improved isolation between the output ports and a broader operational bandwidth. 
Furthermore, the Wilkinson power divider is relatively compact, making it well-suited for 
applications requiring space-efficient components (Kao et al., 2012; Feng et al., 2017). 
It achieves these benefits by utilizing isolation resistors, crucial in enhancing isolation 
performance. Additionally, its compact form factor allows it to be integrated into modern 
microwave systems where space is at a premium (Peng et al., 2013).

A relatively new method for implementing Wilkinson power dividers is using Substrate 
Integrated Waveguides (SIW). SIW technology combines the high-power handling 
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capabilities of traditional waveguides with the low-loss characteristics of microstrip circuits, 
making it an ideal solution for modern high-frequency applications. One of the significant 
advantages of SIW is its ability to maintain the performance characteristics of conventional 
waveguides while offering the compactness and ease of integration associated with planar 
structures (Duraisamy et al., 2022). Over the last decade, SIW technology has been widely 
adopted in designing various microwave components, such as tunable filters, amplifiers, 
couplers, and filters (Shen et al., 2021).

Further advancements in this field have focused on improving isolation performance 
in SIW-based Wilkinson power dividers. A notable development is the Half-Mode SIW 
(HMSIW) Wilkinson power divider. The HMSIW design reduces the overall size of the 
power divider while maintaining its performance characteristics. However, this design still 
relies on the use of isolation resistors, which, although improving isolation, can introduce 
unwanted cross-coupling effects and radiation losses due to the discontinuities in the 
structure (Smith & Abhari, 2009; Kim et al., 2010). These limitations have led to further 
exploration of alternative approaches, one of which involves the construction of ring-based 
power dividers within the SIW structure. This design aims to mitigate the disadvantages 
associated with the HMSIW structure by compensating for the losses introduced by isolation 
resistors (Djerafi et al., 2013; Djerafi et al., 2014; Moulay & Djerafi, 2018).

Narrowband power dividers are particularly useful in applications that benefit from 
precise signal isolation over specific frequency bands. For instance, phased array and 
beam-steering systems often rely on narrowband power dividers to achieve focused 
frequency isolation, ensuring stability and minimal interference within targeted operating 
ranges. These designs provide effective isolation within a specified band, making them 
well-suited for applications that do not require broad frequency isolation but benefit from 
precise control within a limited range (Zarghami & Hayati, 2022).

This study introduces a novel SIW power divider that improves isolation but eliminates 
the need for isolation resistors using a two-layer structure. The design starts with a 
conventional Y-junction SIW power divider and incorporates a rectangular slot aperture 
at the junction on the lower layer to direct signal propagation forward, enhancing isolation 
performance. To address the increased insertion loss caused by the slot, a second substrate 
layer with a precisely aligned copper patch is added, enabling improved isolation while 
controlling insertion loss. This resistor-free configuration simplifies the fabrication process 
and enhances durability, making it well-suited for applications that require reliable isolation 
without added component complexity.

The proposed power divider is demonstrated at two frequency bands centered at 12 
GHz and 24 GHz, targeting applications that require focused isolation within specific 
narrow frequency ranges. This work suggests that the proposed resistor-free, dual-layer 
SIW power divider provides a practical, high-performance solution for compact microwave 
systems where isolation, compactness, and ease of integration are critical.
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METHODOLOGY

This study explores the design of an SIW power divider operating at two center frequencies, 
12 GHz and 24 GHz. The design process begins with a conventional Y-junction SIW power 
divider, as illustrated in Figure 1.

Figure 1. Topology of the conventional Y-junction SIW power divider

This conventional design was previously introduced in a 24 GHz SIW power splitter 
developed for six-port short-range radar-based sensors (Tan et al., 2016). In that study, the 
design used a basic Y-junction layout focused on simulations, with output ports positioned 
side by side. Practical considerations for physical measurements, such as SMA connector 
placement, were not included, as the design was intended only for simulation purposes.

The current study introduces a bending SIW structure at both output ports to address 
these limitations. This modification repositions the output ports on opposite sides of the 
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divider, allowing for easier connection to SMA connectors for practical measurements. 
This configuration enhances accessibility and supports physical prototyping and testing 
without altering the fundamental Y-junction layout.

Several critical parameters influence the design and performance of the SIW structure, 
including the effective width (Weff) , the diameter of the via holes (d), and the separation 
between via holes (p). Additionally, the lengths of sections within the Y-junction, designated 
as l1, l2 and l3 , are essential in tuning the design to the desired frequencies. Among these, 
the length l22  is particularly significant, as it directly influences the operating frequency, 
targeted at 12 GHz and 24 GHz.

The dimensions of the via holes and their spacing are designed to meet specific criteria 
to ensure efficient wave propagation and prevent unwanted modes. According to Xu and 
Wu (2005), the ratio of via-hole separation to cutoff wavelength (p/λc ) should be less than 
0.25. Additionally, the diameter (d) must be smaller than the spacing (p), with the following 
condition satisfied (Equation 1).

𝑑𝑑 < 𝑝𝑝 < 2𝑑𝑑                                                                     [1]

These constraints ensure that the structure supports the desired TEm0 modes, particularly 
the dominant TE10 mode, which is essential for stability at both targeted frequencies (Cassivi 
et al., 2002).

Empirical formulas based on established research are used to estimate initial values 
for these critical parameters (Cassivi et al., 2002; Deslandes & Wu, 2006). The cutoff 
frequency for the TE10 mode is determined by using Equation 2:

𝑓𝑓𝑐𝑐 (𝑇𝑇𝑇𝑇 10) =  𝑐𝑐

√𝜀𝜀𝑟𝑟2  .  �𝑤𝑤 −  𝑑𝑑2

0.95 ×𝑝𝑝
� −1   [2]

Where c is the speed of light, εr  is the relative permittivity of the substrate, W is the 
width of the SIW, d is the diameter of the via holes, and p is the separation between via 
holes. This formula is crucial in aligning the cutoff frequencies with the target operating 
frequencies of 12 GHz and 24 GHz.

The effective width of the SIW (Weff) is calculated using Equation 3:

𝑊𝑊𝑒𝑒𝑓𝑓𝑓𝑓 = 𝑊𝑊 −  𝑑𝑑2

0.95 ×𝑝𝑝
     [3]

This effective width influences the waveguide’s propagation characteristics, affecting 
the distribution of electromagnetic fields within the SIW structure.

Figure 2 shows the proposed power divider design, which introduces a rectangular 
slot aperture at the Y-junction of the conventional SIW structure to enhance isolation by 
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disrupting the electric field distribution. This slot, along with a rectangular metallic patch 
positioned directly above it, effectively reduces coupling between output ports, thereby 
improving isolation. The key parameters of this slot include its position (Sp), width (Sw) 
and length (Sl), which are optimized to achieve maximum isolation performance.

 
(a) (b)

(c)

Figure 2. Configuration of the proposed SIW power divider (a) front view of the proposed Y-structure with 
slot aperture (b) front view (with two layers) (c) exploded view
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However, the addition of the slot can result in increased insertion loss. A thin dielectric 
substrate layer with a rectangular metallic patch is placed directly above the slot to counter 
this. This patch, precisely aligned over the slot, reflects the signal into the structure, thereby 
minimizing insertion loss while preserving the improved isolation. The parameters of 
this top rectangular metallic patch, such as its position (Cp), width (Cw), and length (Cl), 
are carefully optimized to align with the slot, ensuring effective signal reflection and low 
insertion loss.

The modified structure combines the optimized slot aperture and the patch-covered 
layer to achieve a balance of high isolation and low insertion loss. It is suitable for high-
frequency applications that demand effective power division and robust isolation. The 
careful alignment of slot and patch parameters enables the structure to address isolation and 
insertion loss, providing a practical and efficient solution for high-performance microwave 
systems.

The proposed power divider is designed using the RO4003C substrate, chosen for its 
low-loss dielectric properties, which are ideal for high-frequency applications. The bottom 
layer has a standard thickness of 0.508 mm to provide robust support for the waveguide. 
The top layer, designed with the same RO4003C substrate but a thinner profile of 0.254 
mm, is used to improve insertion loss, reduce overall bulk, and enhance the electromagnetic 
performance of the power divider by minimizing signal loss.

The designs are validated at two frequency ranges, 12 GHz and 24 GHz, using CST 
Microwave Studio, a commercially available electromagnetic simulation software, to 
demonstrate the effectiveness of the proposed structure. After optimizing the designs at 
these center frequencies, the final dimensions of each design are provided in Table 1.

Table 1 
Dimensions of conventional and proposed SIW power divider

Parameter Description Conventional 
(single layer)

Proposed 
(two-layer)

Conventional 
(single layer)

Proposed 
(two-layer)

f Centre Frequency (GHz) 12 12 24 24
Weff Effective width of the 

Substrate Integrated 
Waveguide (mm)

10.6 10.6 4.5 4.5

l1 Length of various sections 
of the Y-junction(mm)

10.6 10.6 4.4 4.4

l2 Length of various sections 
of the Y-junction(mm)

9.3 9.3 3.4 3.4

l3 Length of various sections 
of the Y-junction(mm)

10.7 10.7 4.4 4.4

d Diameter of the via 
holes(mm)

0.8 0.8 0.5 0.5
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Parameter Description Conventional 
(single layer)

Proposed 
(two-layer)

Conventional 
(single layer)

Proposed 
(two-layer)

p Pitch (separation) between 
the via holes(mm)

0.9 0.9 0.6 0.6

C1 Length of the top metallic 
layer(mm)

Not available 5.9 Not available 2.7

Cw Width of the top metallic 
layer(mm)

Not available 20.2 Not available 8.5

Cp Position of the top 
metallic layer(mm)

Not available 21.7 Not available 10.15

S1 Length of the rectangular 
slot on the middle 
metallic layer(mm)

Not available 2.1 Not available 0.6

Sw Width of the rectangular 
slot on the middle 
metallic layer(mm)

Not available 11.4 Not available 5.5

Sp Position of the rectangular 
slot on the middle 
metallic layer(mm)

Not available 3.4 Not available 1.9

RESULTS AND DISCUSSION

Initial simulations at 12 GHz and 24 GHz were conducted to examine the electric field 
(E-field) distribution and to assess the effect of the two-layer design versus a single-layer 
configuration. Figure 3 shows the E-field distribution at 12 GHz and 24 GHz, illustrating the 
critical role of the rectangular slot and top substrate layer in achieving improved isolation 
and reducing insertion loss.

In the single-layer SIW configuration, signal propagation from port 1 to port 2 is less 
isolated, with noticeable energy leakage to port 3 due to the Y-junction structure. However, 
in the two-layer SIW power divider, the rectangular slot acts as an aperture that guides 
signal propagation outward through the slot, while the top substrate layer minimizes 
signal loss. When the slot is on top of the SIW, controlled radiation occurs, as the electric 
current is directed along the slot, resulting in a specific current distribution around it. 
This current distribution is influenced by the position of the slot (denoted by Sp), which 
affects the amount of radiated power and, subsequently, the device's overall isolation and 
transmission characteristics.

The structure within the l2 section of the power divider can be approximated as a series 
impedance. In this configuration, adding a top metallic layer over the slot establishes a 
resonant condition, ensuring that the device's impedance is primarily resistive with minimal 
reactive contribution. By reducing reactive impedance, this design promotes efficient signal 
propagation and achieves the desired isolation between output ports.

Table 1 (continue)
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(a) (b)

(c) (d)

Figure 3. E-field distribution for (a) 12 GHz (single), (b) 12 GHz (dual), (c) 24 GHz (single), and (d) 24 
GHz (dual) 

The coordinated interaction between the slot, top substrate layer, and metallic 
components effectively isolates the SIW power divider. This design ensures minimal signal 
loss while maintaining high isolation levels, even with minor fabrication imperfections, 
making the SIW power divider a reliable solution for high-frequency applications.
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The single-layer and dual-layer SIW power dividers were simulated at two frequency 
ranges around 12 GHz and 24 GHz to evaluate their performance. For the 12 GHz range, 
simulations were conducted from 9.5 GHz to 13 GHz, while for the 24 GHz range, 
simulations covered 22 GHz to 26 GHz. The simulation results for the 12 GHz range 
are presented in Figure 4, while those for the 24 GHz range are shown in Figure 5. The 
simulation results for both single-layer and dual-layer designs are summarized in Table 2.

(a)

(b)

Figure 4. Simulation of S-parameters for single-layer and dual-layer SIW power dividers at 12 GHz: (a) 
S11, S21, and S31, (b) S22, S33, and S32 
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(a)

(b)

Figure 5. Simulation of S-parameters for single-layer and dual-layer SIW power dividers at 24 GHz: (a) 
S11, S21, and S31, (b) S22, S33, and S32

The results indicate that single-layer SIW power dividers offer a wider bandwidth 
but lower isolation compared to dual-layer designs. The dual-layer SIW power dividers 
demonstrate superior isolation performance for both the 12 GHz and 24 GHz ranges, 
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with maximum isolation levels of 40 dB, confirming the effectiveness of the dual-layer 
configuration in enhancing isolation. Additionally, the fractional bandwidth isolation at 24 
GHz is better compared to 12 GHz, further highlighting the enhanced isolation capabilities 
at higher frequencies. 

The return loss for both output ports also improves with the dual-layer design, showing 
a performance trend similar to isolation. This similarity arises because the introduction of 
a slot enhances impedance matching, reducing reflections at the output ports. The insertion 
loss is almost similar between the dual-layer and single-layer configurations, confirming 
the effectiveness of the top-layer substrate with a rectangular patch in minimizing radiation 
loss caused by the slot on the bottom layer.

Table 2  
Simulation results of single-layer and dual-layer SIW power dividers

SIW Power Divider 10 dB isolation fractional 
bandwidth (GHz)

Maximum Isolation 
(dB)

Insertion Loss (dB)

Single-Layer at 12 GHz NA 7 3.6 ± 0.5
Single Layer at 24 GHz NA 5.7 3.5 ± 0.5
Dual-Layer at 12 GHz 2.90% 40 3.8 ± 0.5
Dual-Layer at 24 GHz 3.75% 40 3.7 ± 0.5

Only the 12 GHz design of the proposed SIW power divider was fabricated and tested. 
Figure 6 shows the fabricated device, demonstrating its layered structure. 

In this design, the top layer is glued to the bottom layer, securing the two substrate 
layers together and ensuring structural integrity for optimal performance. Performance 
measurements were conducted using an Agilent E8362B vector network analyzer to 

(a) (b)

Figure 6. Photo of fabricated SIW power divider (a) top view (b) bottom view
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evaluate the high-frequency characteristics, and the measured results were compared to 
simulation data in Figure 7 to validate the design.

Measured transmission values for S21 and S31 were around 4.3 ± 0.9 dB across 10.5 
GHz to 13 GHz, closely matching the simulation results and confirming effective power 
division between output ports. Return loss measurements indicated better than 10 dB from 
9.8 GHz to 13 GHz, showing minimal reflection at the input port and confirming efficient 
power transmission through the device. Isolation measurements revealed that isolation 
between output ports exceeded 10 dB within the range of 11.8 GHz to 12.3 GHz, ensuring 
minimal interference between ports and supporting the device’s effectiveness in signal 
separation.

However, during the testing, it was noted that the operational frequency of both output 
ports was shifted towards lower frequencies compared to the simulation results. This 
shift can likely be attributed to fabrication errors, such as misalignment between the two 
substrate layers during assembly. Additionally, variations in the dimensions of the fabricated 
device may have introduced discrepancies between the simulation and the actual measured 
performance. Misalignment between the layers could alter the electromagnetic field 
distribution, leading to changes in the resonant behavior of the structure and, consequently, 
shifting the operational frequency.

In this work, a parametric study is conducted to investigate the sensitivity of key design 
parameters and their influence on the isolation performance of the structure. This analysis 
aims to identify critical dimensions that affect the isolation characteristics, providing 
insight into potential tuning and optimization strategies. The parametric study helps refine 
the design and explains the discrepancies observed between the measured and simulated 
results. Variations in fabrication, such as layer misalignment or dimensional inaccuracies, 
can lead to shifts in the isolation frequency and performance. By systematically exploring 
these factors, the study highlights how small deviations in key parameters can account for 
the observed differences, contributing to a deeper understanding of the design's behavior 
and enhancing the accuracy of future prototypes.

The investigation is performed to study the effects of the slot sizes and locations (Sp, 
Sl. and Sw) by observing their isolation performance at the 12 GHz band. For this purpose, 
the parameters of the copper layer on the top substrate, namely Cw, Cl and Cp are fixed at 
20.2 mm, 5.9 mm and 21.5 mm, respectively. Firstly, parameters Sp and Sl are fixed at 2.8 
mm and 2.1 mm, respectively, when a parametric study of Sw is performed. As depicted 
in Figure 8(a), the increment of Sw slightly shifts the isolation towards a lower frequency, 
with increased isolation levels. Meanwhile, parameters Sp and Sw are set at 2.8 mm and 
11.4 mm, respectively, when Sl is studied. The increment in Sl, as shown in Figure 8(b), 
was also found to be slightly affecting the frequency of the peak isolation band, which 
shifted to 12 GHz due to the increase of the energy flow out of the slot, resulting in the 
increase in the isolation.
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(a)

(b)

(c)

Figure 7. Comparison between simulation and measurement results (a) S11, S21 and S31 (b) S32, and (c) S22, S33
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(a)

(b)

Figure 8. Simulations results of S22 (a) slot width, Sw and (b) slot length, Sl

Next, the dimensions of the copper layer are then studied in terms of isolation 
performance using parameters Cp, Cl and Cw. Parameters Cp and Cl are set at 21.7 mm and 
5.9 mm, respectively, while a parametric study is performed on Cw. The increase of Cw 
shifts the isolation towards the lower frequency, with an isolation peak of 31 dB at Cw = 
20 mm, due to the reduction of the resonant frequency of the top layer, as shown in Figure 
9(a). Meanwhile, another parameter study is conducted to investigate the effects of Cl when 
parameters Cp and Cw are fixed at 21.7 mm and 20.2 mm, respectively. The simulation 
results shown in Figure 9(b) indicated that the increase in Cl shifted the isolation towards 
the lower frequencies, besides improved isolation performance due to the reduction of the 
resonant frequency of the top layer and increase of the energy capacity. Therefore, Cw is 
increased first to obtain the target frequency, followed by the optimization of Cl for the 
best isolation.
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(a)

(b)

Figure 9. Parametric study of the proposed SIW power divider with (a) different copper widths, Cw and (b) 
different copper lengths, Cl

Table 3 compares this work and previous SIW Wilkinson power dividers. The proposed 
bi-layered power divider with a slot, as highlighted in Table 3, achieves the highest peak 
isolation of 43 dB, with a 10 dB isolation fractional bandwidth of 9.91%, suitable for 
practical applications. The insertion loss (4.2 ± 0.5 dB) and phase imbalance (5°) are 
comparable to other methods. At the same time, the top-layer substrate with a rectangular 
patch effectively minimizes radiation loss caused by the slot on the bottom layer. The 
design’s simplicity, achieved by eliminating resistors, enhances its robustness and makes 
it efficient for high-frequency applications. However, it is important to acknowledge that 
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recent works, such as Nguyen et al. (2021, 2024), have demonstrated resistor-free designs 
with high isolation and wider fractional bandwidths. These advancements highlight ongoing 
efforts to optimize SIW power dividers by enhancing isolation while maintaining broad 
bandwidth.

CONCLUSION

In conclusion, a SIW power divider with enhanced isolation has been successfully 
designed at 12 GHz and 24 GHz, demonstrating the versatility of the proposed technique. 
Conventional SIW power dividers often face challenges in achieving high isolation and low 
loss without relying on lumped components, which can increase complexity and introduce 
additional losses. The proposed design incorporates a slot and an additional substrate layer, 
eliminating the need for lumped components while improving performance. The 12 GHz 
design was fabricated and measured, achieving good agreement with simulations. The 
results showed transmission values of approximately 4.2 dB, return loss better than 10 
dB, and isolation exceeding 10 dB in the targeted frequency range. These results confirm 
the effectiveness of the proposed design for microwave systems requiring high isolation 
and low loss, highlighting its potential for applications in modern communication and 
radar technologies.
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ABSTRACT 
Ananas comosus leaf is one of the agricultural wastes that has resulted in environmental pollution. 
Recently, this waste has been explored for its potential in synthesising environmentally friendly 
metallic nanoparticles. Ananas comosus leaf extract has been proposed as a viable and economical 
option for reducing, capping, and stabilising agents in synthesising copper nanoparticles. This study 
used Ananas comosus leaf extract and copper sulphate as precursor materials to produce copper 
nanoparticles in the green synthesis process. The results show that the absorption spectra in the 
UV-visible range exhibit a peak absorption value at a wavelength of 238 nm. Fourier Transform 
Infrared analysis revealed the presence of bioactive compounds in the Ananas comosus leaf extract, 

which are responsible for reducing Cu²⁺ ions to 
Cu⁰ nanoparticles. The Field Emission Scanning 
Electron Microscope analysis indicated that 
the copper nanoparticles have a face-centred 
cubic crystal structure, which is significant 
for innovative nanoparticle applications. The 
average particle size was determined to be 56.71 
nm. X-ray diffraction analysis revealed peaks 
at 43.46°, 50.57°, and 74.23°, corresponding 
to the (111), (200), and (220) lattice planes, 
respectively, confirming the structural properties 
of the synthesised nanoparticles. Energy 
Dispersive X-ray examination found that the 
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synthesised copper nanoparticles are primarily composed of copper, accounting for 95.24% of the 
total composition. The phytochemicals in the extract have been effectively utilised in the green 
synthesis of copper nanoparticles, demonstrating potential applications in medicine and agriculture.

Keywords: Ananas comosus, copper nanoparticles, Energy Dispersive X-ray, Field Emission Scanning Electron 
Microscope, Fourier Transform Infrared, green synthesis, UV-visible, X-ray diffraction

INTRODUCTION

Ananas comosus is a botanical species characterised by its tropical origins and fruit, 
suitable for human consumption (Ali et al., 2020). The MD2 variety of Ananas comosus 
is widely cultivated in Malaysia due to its significant popularity in global markets (Ramli, 
2020). The annual global harvest of Ananas comosus fruit for consumption and use in the 
food and beverage sectors amounts to around 30 million tonnes, which also generates a 
significant quantity of Ananas comosus waste (van Tran et al., 2023). The primary waste 
components of Ananas comosus consist of the crown, peel, stem, and core (Zulpahmi et 
al., 2023). Agricultural industries worldwide generate substantial quantities of biomass 
residues, posing environmental challenges. These waste materials frequently end up in 
landfills, where a significant portion is converted into greenhouse gases and methane (van 
Tran et al., 2023). 

Therefore, biotechnological and adaptable methodologies can ensure the sustainable 
use of by-products derived from Ananas comosus (Fouda-Mbanga & Tywabi-Ngeva, 2022). 
This is primarily due to the abundant presence of phytochemicals, antioxidants, biofuels, 
and phenolic compounds (Sarangi et al., 2022). According to Vijayaram et al. (2023), 
green synthesis tools are considered more appropriate for developing nanoparticles within 
the 1 to 100 nm size range. Green synthesis methods are increasingly replacing physical 
and chemical processes as they utilise natural and eco-friendly substances (Ying et al., 
2022). Particle size affects various features and functions (Buniyamin et al., 2022). Metal 
nanoparticles can be synthesised in the presence of green materials and under appropriate 
conditions (Vijayaram et al., 2023). In previous studies, several metallic nanoparticles have 
been synthesised using plant extracts. 

For instance, zinc oxide nanoparticles (ZnO NPs) have been synthesised using the 
unripe fruit extract of Aegle marmelos (Am-ZnO NPs), the leaf extract of Lawsonia 
inermis, whereas iron oxide nanoparticles have been produced with the assistance of 
Tamarindus indica fruit extract (Senthamarai & Malaikozhundan, 2022; Vinothini et al., 
2023; Malaikozhundan et al., 2024). The current status of bio-assisted synthesis primarily 
encompasses various interconnected factors, including the composition and concentration 
of the biological reducing agent, the starting concentration of precursor salts, the stirring 
speed, the reaction duration, the pH level, temperature, and exposure to light. These factors 
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influence the properties of the synthesised nanoparticles. Therefore, optimising a biological 
methodology is a comprehensive undertaking that requires a substantial investment of 
time and resources (Crisan et al., 2022). Among various metal nanoparticles, copper 
stands out from others, such as gold, silver, and zinc, due to its larger surface area, cost-
effective production, and notable antibacterial and antioxidant properties (Malaikozhundan, 
Krishnamoorthi et al., 2022). Copper nanoparticles have received significant attention from 
the public (Crisan et al., 2022). They include distinctive characteristics that render them 
highly relevant in many domains, including their utilisation as antioxidants, anticancer 
agents, antibacterial agents, nanosensors, nanocatalysts, and materials with exceptional 
strength (Alahdal et al., 2023). These nanoparticles' production has been achieved by 
reducing aqueous copper ions using various plant extracts (Hano & Abbasi, 2022). The 
wide range of accessible oxidation states of copper (Cu⁰, Cu⁺, Cu²⁺, and Cu³⁺) allows for 
diverse reactions and promotes reactivity in copper-based materials. 

This reactivity can occur through both one- and two-electron pathways (Alahdal 
et al., 2023). Several protective compounds have been recommended to mitigate the 
process of oxidation (Alahdal et al., 2023). Capping agents play a crucial and diverse 
role in the synthesis of nanoparticles. Plant extracts contain a wide range of compounds, 
including amines, amides, alkaloids, flavonoids, phenols, terpenoids, proteins, and 
pigments (Thatyana et al., 2023). Previous studies have also shown the presence of various 
phytochemical compounds in different parts of Ananas comosus, as portrayed in Table 
1. The bioactive compounds used as reducing and capping agents during nanomaterial 
synthesis were identified to assess the rate of the mechanism, surface morphology, and size 
of the nanoproduct, along with its stability (Buniyamin, Halim et al., 2023). Therefore, 
using plant extracts presents a viable approach for efficiently forming metallic nanoparticles 
through environmentally friendly methodologies (Alahdal et al., 2023). 

The use of plants as reducing agents in the synthesis of nanoparticles effectively 
eliminates harmful toxic substances (Malaikozhundan, Lakshmi et al., 2022). The 
secondary metabolites derived from plants contribute to the stability of nanoparticles, 
prevent agglomeration, and facilitate control over their shape and size (Sidhu et al., 
2022). Additionally, biomolecules present during the synthesis step can prevent particle 
agglomeration, resulting in dispersed nanoparticles and a high surface area-to-volume ratio 
(Buniyamin, Mahmood et al., 2023). 

To the best of our knowledge, previous research has concentrated on copper 
nanoparticles derived from fresh aqueous extracts of Ananas comosus fruit and peel 
(Ranjitham et al., 2015; Mitra et al., 2024), neglecting other parts of Ananas comosus. 
Therefore, this study aims to focus on the novelty of the Ananas comosus leaf by utilising 
it for the synthesis of copper nanoparticles that enhance environmental sustainability and 
renewability due to its abundance compared to the fruit, which is predominantly utilised in 
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the food and beverage industry. This effort facilitates the exploration of new opportunities 
for significant impact, applications, or future additional research. These findings help 
Malaysia enhance its scientific research in nanotechnology while addressing the issue of 
excessive waste generated from the Ananas comosus.

Table 1 
Phytochemical compound of Ananas comosus

Plant Part Chemical Compounds References
Fruits Alkaloids: Phenolamine, piperidine, plumerane, pyridine, 

pyrrole, quinoline
Chen et al., 2023; 
Rahman et al., 2020;
Hikal et al., 2021;
Spanier et al., 1998; 
Gao et al., 2022; 
Salome et al., 2011 

Flavonoids: Flavonols, flavonones, flavones, flavonoid 
carbonoside, flavanols
Lipids: Free fatty acids, glycerol ester, lysophosphatidylcholine, 
sphingolipids
Amino acids and derivatives, proteins
Lignans and coumarins
Nucleotides and derivatives
Organic Acids: Acetic acid, citric acid, oxalic acid, malic acid
Phenolic Acids: Chlorogenic acid, gallic acid, gentisic acid, 
syringic acid, vanillin, ferulic acid, sinapic acid, isoferulic acid, 
o-coumaric acid
polyphenols: gallic acid, catechin, epicatechin, ferulic acid
saponins, tannins, steroids, terpenoids, napthoquinone, inulin, 
phenols
Bromelain, other compounds: 1-hexanol, nonanal

Stem Flavonoids, alkaloids, saponins, tannins, phytosterol, 
carbohydrates, bromelain, proteins

Febrianti et al., 2016; 
Rahman et al., 2020

Peel Protein, alkaloids, tannins, flavonoids, steroids, saponins, 
terpenoids, inulin, glycosides, phenolic compounds, 
polyphenols, anthraquinones, coumarins, triterpenes, sterols, 
oxalate, phytate, quinine, carbohydrate, bromelain

Rahman et al., 2020

Crown Bromelain, protein: Ribulose biphosphate carboxylate, 
peroxidase, acid, alkaline phosphatase, nuclease, α-amylase

Rahman et al., 2020

Polyphenols: Ferulic acid, syringic acid Hikal et al., 2021
Pulp Esters: Methyl hexanoate, Ethyl hexanoate, Methyl 

3-(methylthio) propanoate, Methyl octanoate, Ethyl deanoate
Teai et al., 2001

Aromatic compounds: A-terpineol, nonanal, decanal
Shell Phenolic compounds: Myricetin, salicylic acid, tannic acid, 

trans-cinnamic acid, p-coumaric acid
Hikal et al., 2021

Core Ascorbic acid, phenolic acids: Ferulic acid, syringic acid Hikal et al., 2021
Leaves Flavonoids, terpenoids, phytosterol, amino acids, phenols, 

tannins, carbohydrates, glycosides, proteins, alkaloids, saponins, 
triterpenoids, steroids, citric acids, bromelain

Rahman et al., 2020; 
Hikal et al., 2021

Phenolic compounds: Caffeic acid, chlorogenic acid, p-coumaric 
acid

Ma et al., 2007
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MATERIALS AND METHOD

Oven (Brand: Memmert/UF260), soil crusher with sieve (Brand: Retsch) to grind the 
dried chopped leaf, copper (II) sulphate (Brand: Sigma Germany) as the precursor salt, 
Whatman No. 1 filter paper (Brand: Cytiva) to filter the extract, glass Petri dish to dry 
the mixture of copper nanoparticle solution, universal bottle to store the dried copper 
nanoparticles, high-speed refrigerated centrifuge (Brand: Hitachi) and centrifuge tubes to 
centrifuge the Ananas comosus leaf extract and colloidal solution of copper nanoparticles, 
UV-Visible Diffuse Reflectance Spectroscopy (DRS) to measure the optical properties of 
copper nanoparticles (Model: Cary 5000 Varian, using a PbSmart detector and controlled 
by Cary WinUV software), X-ray diffraction (XRD) operated using the PANalytical X'pert 
PRO XRD model with CuKα radiation (λ=1.17545 Å) at ca. 2θ = 5º-90º with 45 kV and 
a scan speed of 0.417782°/sec at 40 mA, with a 2 degree/min setting, Fourier Transform 
Infrared (FTIR) Spectrophotometer measured using the Perkin Elmer Spectrum 400 within 
the region 400 to 4000 cm⁻¹ by the Attenuated Total Reflectance (ATR) technique, Field 
Emission Scanning Electron Microscope (FESEM) (Brand: Thermo Scientific Apreo 2) 
and Energy Dispersive X-ray (EDX) microanalysis (Brand: Thermo Scientific Apreo 2) to 
analyse the structure, shape, and characteristics of synthesised copper nanoparticles, and 
OriginPro 2024 (Graphing and Analysis) software for plotting graphs of results obtained.

Preparation of Leaf Extract 

The preparation of Ananas comosus leaf extracts was conducted with minor modifications 
and the inclusion of an additional method. The Ananas comosus leaf, obtained from a 
plantation owned by the Malaysian Pineapple Industrial Board (MPIB) located in Chin 
Chin, Melaka, Malaysia, was subjected to a washing process, followed by chopping and 
subsequent drying at a temperature of 60°C (Hamdiani & Shih, 2021). The dried leaf was 
ground into a fine powder. The leaf extract was prepared by combining 20 g of powdered 
leaf with 200 mL of distilled water in a 250 mL conical flask. The mixture was then boiled 
and stirred constantly using a magnetic stirrer on a hot plate set at 80°C for 30 minutes 
(Olajire & Mohammed, 2019). After boiling, the mixture was cooled and subsequently 
centrifuged at 15,000 revolutions per minute (rpm) to separate and eliminate sediment. 
The filtrate was then subjected to three rounds of filtration using Whatman No. 1 filter 
paper to enhance clarity (Hassanein et al., 2018). The sample was stored at 4°C in a Schott 
bottle for subsequent use in synthesising copper nanoparticles (Hamdiani & Shih, 2021).

Phytochemical Screening of Ananas comosus Leaf Extract 

The extract was used for phytochemical analysis following established frameworks, with 
minor modifications to the quantities of chemicals and extract used. The qualitative tests 
for secondary metabolites were conducted as follows in Table 2.
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Table 2 
Chemical tests for various compounds in Ananas comosus leaf extract

Test Procedure Indication of 
Presence

References

Flavonoid Add leaf extract to 1.5 mL of 
diluted NaOH.

Yellow precipitate 
formation

Hassan et al., 2020

Phenols Mix 2 mL of leaf extract with a 
small amount of 10% aqueous 
ferric chloride.

Blue or green colour Rajkumar et al., 2022

Tannins Add ferric chloride to 2 mL of leaf 
extract.

Black or brownish-
blue colour

Rajkumar et al., 2022

Saponins Mix 1 mL of leaf extract with 5 mL 
of water and shake rapidly.

Formation of 
significant lather

Hassan et al., 2020

Steroids Add 1 mL of leaf extract to 1 mL 
of glacial acetic acid, 1 mL of 
acetic anhydride, and 2 drops of 
concentrated H₂SO₄.

Colour change from 
red to bluish-green

Godlewska et al., 2022

Alkaloids Mix 1 mL of leaf extract with 
Dragendorff's reagent.

Orange colour Godlewska et al., 2022

Quinones Mix 1 mL of leaf extract with 1 mL 
of concentrated H₂SO₄.

Red colour María et al., 2018

Terpenoids Mix 5 mL of leaf extract with 2 mL 
of chloroform, then add 3 mL of 
concentrated H₂SO₄.

The reddish-brown 
colour at the 
interface

Dubale et al., 2023

Carbohydrates Mix 5 mL of Benedict reagent with 
leaf extract, boil for 2 minutes, then 
cool.

Red precipitate Pooja et al., 2022

Synthesis of Copper Nanoparticles Using Ananas comosus Leaf Extract 

The method used was based on recent research by Ranjitham et al. (2015) with minor 
modifications. Copper nanoparticles were synthesised by dissolving 1.6 g of copper (II) 
sulphate in 500 mL of distilled water to generate a stock solution (0.02 g/mL) with a 
blue colouration. Subsequently, 200 mL of prepared Ananas comosus leaf extract was 
introduced into the aqueous solution of copper sulphate. The reaction mixture was subjected 
to vigorous agitation using a water bath shaker, and the colour changes of the colloidal 
solution were used as evidence of the presence of synthesised copper nanoparticles. The 
mixture then underwent a separation process using centrifugation, followed by two rounds 
of rinsing with distilled water until the filtrate achieved purity. The copper nanoparticles 
were subsequently dried at a temperature of 60°C for 24 hours, resulting in powdered 
copper nanoparticles. The specimen was kept for subsequent characterisation analysis 
using UV-visible diffuse Reflectance Spectroscopy (DRS), X-ray Diffraction (XRD), 
Energy Dispersive X-ray Spectroscopy (EDX), Fourier Transform Infrared Spectroscopy 
(FTIR), and Field Emission Scanning Electron Microscopy (FESEM). The parameters for 
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this research were fixed as outlined below. At the end of the investigation, all results with 
graphs and peaks were plotted using OriginPro 2024 (Graphing and Analysis) software. 
The parameters listed in Table 3 were based on the optimal results obtained in the prior 
study by Ranjitham et al. (2015).

Table 3 
Experimental parameters for the synthesis of copper nanoparticles using Ananas comosus leaf extract

Parameter Details
Composition 1:4 volume ratio of copper sulphate aqueous solution to Ananas comosus leaf extract 

used for synthesising copper nanoparticles.
Temperature Synthesis was conducted at 80°C in a water bath.
Time Interval The formation of a colloidal solution of synthesised copper nanoparticles was recorded 

at 60 minutes.

RESULTS AND DISCUSSION

Phytochemical Screening of Ananas comosus Leaf Extract 

The findings of the phytochemical analysis of the aqueous extract derived from Ananas 
comosus are presented in Table 4. The results demonstrate the presence of secondary 
metabolites, including phenol, tannin, saponin, steroid, alkaloid, quinone, anthraquinone, 
terpenoid, carbohydrates, coumarin, and flavanone. Positive (+) and negative (-) marks are 
used to denote the presence and absence of specific phytochemical elements, respectively. 
Phenolic compounds are significant as phytoconstituents due to their inherent capacity to 
act as reducing agents in redox reactions (Amini & Akbari, 2019). They can be categorised 
into distinct groups, including coumarins and quinones (Gan et al., 2019). 

Secondary metabolites derived from plants, such as steroids, saponins, tannins, 
terpenoids, polyols, alkaloids, flavonoids, and phenolics, exhibit robust detoxifying, 
reducing, and stabilising properties (Sidhu et al., 2022). Previous studies have also 
demonstrated that carbohydrates in plant extracts stabilise and reduce agents during 
nanoparticle formation (Rani et al., 2023). This assertion is supported by prior scholarly 

Table 4 
Phytochemical screening of Ananas comosus leaf extract
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investigations, which have shown the use of phenolic acids derived from plants in the green 
synthesis of nanoparticles. Nanoparticle synthesis involves the use of reducing agents 
and stabilisers, which play dual roles in the process (Amini & Akbari, 2019). Therefore, 
this qualitative screening aids in identifying the phytochemical compounds present in the 
extract of Ananas comosus leaf.

Visual Observation of Synthesised Copper Nanoparticles Using Ananas comosus 
Leaf Extract

The formation of copper nanoparticles was detected through a discernible alteration in 
the colour of the reaction mixture. Initially, the copper sulphate solution exhibited a 
pale blue colour. When the leaf extract of A. paniculata was added, the copper sulphate 
solution underwent a colour transformation from light blue to green, eventually turning 
a dark greenish-brown colour due to the synthesis of copper nanoparticles (Rajeshkumar 
et al., 2021). This study demonstrated that the blue aqueous copper sulphate solution 
changed to dark greenish-brown and eventually dark brown upon the introduction of 
Ananas comosus leaf extract into the aqueous solution of copper sulphate, given the heat 
and time required for synthesising copper nanoparticles, a pink precipitate formed at the 
base of the conical flask by the end of the synthesis process. The initial observation in this 
study was the presence of a pink precipitate consisting of colloidal copper nanoparticles. 
Previous investigations have shown that colloidal copper solutions' pink to violet colour 
is directly associated with the observed copper surface plasmon band (Bárta et al., 2010). 
Subsequently, this precipitate was dried in an oven, forming black powdered copper 
nanoparticles. The powdered nanoparticles were then subjected to characterisation analysis 
using spectroscopy, microscopy, and diffraction techniques.

UV-visible Spectrophotometry 

A diffuse reflectance analysis was conducted to obtain the spectral data of reflection 
performance. As a result, the energy band gaps of the nanoparticles could be detected 
(Buniyamin et al., 2022). The investigation focused on copper nanoparticles synthesised 
using Ananas comosus leaf extract, with the analysis performed using UV-visible diffuse 
Reflectance Spectroscopy (DRS). The black powdered copper nanoparticles were evaluated 
based on their reflectance activity, as measured by UV-visible diffuse reflectance (UV-
visible DRS). The synthesised copper nanoparticles exhibited surface plasmon resonance 
(SPR) spectra with absorption peaks ranging from 200 to 800 nm. The presence of copper 
nanoparticles was verified by observing a distinct peak at 238 nm using a UV-visible 
diffuse reflectance (UV-visible DRS) spectrophotometer. The data were plotted using 
OriginPro 2024 (Graphing and Analysis) software, as depicted in Figure 1. A prominent 
peak in absorbance was detected, attributed to the ionisation of phenolic groups found 



1329Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

The Copper Nanoparticles Formation Using A. comosus Leaf Extract

within the plant extract. Copper nanoparticles typically demonstrate a distinct surface 
plasmon resonance peak within the wavelength range of 560–570 nm (Mohamed, 2020). 
The observed variations in reduction, capping, and stabilising processes can be attributed to 
the diverse properties of the plant extracts utilised. It may also be caused by using different 
types of UV-visible spectrophotometers. UV-visible spectroscopy is commonly associated 
with absorption spectroscopy, measured through transmission. On the other hand, DRS 
specifically refers to diffuse reflection spectroscopy. Typically, the former is employed for 
solutions or thin films, whereas DRS is increasingly utilised. Spectroscopy is a commonly 
employed, fundamental method of spectrophotometry used to analyse powders and surfaces 
and requires minimal sample preparation (Morozzi et al., 2021).

X-ray Diffraction Analysis (XRD)

X-ray diffraction (XRD) is a non-destructive technique used to analyse the chemical 
composition and crystallographic structure of dried synthesised copper nanoparticles, 
regardless of whether they exhibit an amorphous or crystalline nature. Figure 2 depicts the 
analysis conducted on the synthesised copper nanoparticles. The pattern shows peaks at 2θ 
values of 43.46°, 50.57°, and 74.23°, which correspond to the lattice planes (111), (200), and 
(220), respectively. All observed peaks correspond to the face-centred cubic (FCC) crystal 
structure and show satisfactory agreement with the standard Joint Committee on Powder 
Diffraction Standards (JCPDS) No. 04-0836 reference. The observed peak positions align 
with documented findings related to metallic copper, and no additional peaks associated 

Figure 1. The UV-visible diffuse Reflectance Spectroscopy (DRS) of synthesised copper nanoparticles 
using Ananas comosus leaf extract
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with impurities were observed in the sample according to the JCPDS (Tsilo et al., 2023). 
Therefore, the synthesised copper nanoparticles exhibit a high level of purity.

Figure 2. The X-ray diffraction analysis (XRD) of synthesised copper nanoparticles using Ananas comosus 
leaf extract

Energy Dispersive X-ray (EDX) 

The Energy Dispersive X-ray (EDX) technique can perform qualitative and quantitative 
investigations of the elemental composition that could potentially contribute to the production 
of nanoparticles. Based on Table 5, using energy-dispersive X-ray analysis facilitated the 
identification of the composition of synthesised copper nanoparticles, which consisted of 
95.24% pure copper, 4.08% carbon, and 0.68% oxygen, as determined by weight percentage. 
The study further revealed that the synthesised copper nanoparticles consisted of 79.68% 
pure copper, 18.07% carbon, and 2.25% oxygen, as determined by atomic percentage. 
Copper served as a prominent constituent element within the copper nanoparticles, 
demonstrating a correlation between the copper content and the overall percentage of 
copper present in these nanoparticles. The Energy Dispersive X-ray analysis depicted in 
Figure 3(a) shows the EDX pattern obtained from copper nanoparticles synthesised using 

Table 5 
The weight and atomic percentage of element 
presence in the synthesised copper nanoparticles

Result Copper Carbon Oxygen
Mass Norm. (%) 95.24 4.08 0.68
Atom (%) 79.68 18.07 2.25

Ananas comosus leaf extract, revealing a 
significant concentration of copper. This 
research suggests that the copper particles 
obtained exhibit high purity. The utilisation 
of Energy Dispersive X-ray microanalysis 
facilitates the acquisition of morphological 
data pertaining to the synthesised copper 
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nanoparticles. Based on the data presented in Figure 3(b), it can be observed that the 
Ananas comosus leaf extract, containing copper (Cu), carbon (C), and oxygen (O) elements, 
plays a significant role in the formation of face-centred cubic copper nanoparticles. Face-
centred structures are known to have a higher degree of space efficiency. The observed red 
colouration of the copper nanoparticles can be attributed to the densely packed arrangement 
of copper atoms, which contributes to their enhanced stability. The blue colour refers to the 
carbon elements, while the green indicates the presence of oxygen elements. The colours 
were used to differentiate the presence of elements in the synthesised copper nanoparticles. 
Prior studies have indicated that the face-centred cubic structure is a crucial factor in the 
exploration of innovative nanoscale structures (Cheedarala & Song, 2020). It has been 
shown that the structure of copper nanoparticles was capped and stabilised by the carbon 
and oxygen present in minute quantities, which originate from the extract of Ananas 
comosus leaf. The resulting strong structure, as depicted in Figure 3(b), can be attributed to 
the capping and stabilising mechanism. Therefore, this study has demonstrated the efficacy 
of phytochemical constituents derived from Ananas comosus leaf extract in synthesising 
copper nanoparticles. X-ray diffraction (XRD) analysis validated the successful formation 
of a face-cantered cubic (FCC) crystalline structure. The diffraction patterns revealed 
distinct peaks that correspond to the FCC lattice planes, confirming the presence of this 
structural configuration.

Fourier Transform Infrared Spectroscopy (FTIR) 

Fourier Transform Infrared (FTIR) analysis was conducted to investigate the impact of 
capping or reducing agents and to demonstrate the characteristics of different functional 

 
(a) (b)

Figure 3. (a) The Energy Dispersive X-ray (EDX) of synthesised copper nanoparticles using Ananas 
comosus leaf extract (b) The portrayed composition of elements present in the synthesised copper 
nanoparticles using Ananas comosus leaf extract



1332 Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

Nur Diyana Zulpahmi, Wan Zuraida Wan Mohd Zain, Fazlena Hamzah, Nurul Wahida Ramli, Nur ‘Amira Hamid,  
Irmaizatussyehdany Buniyamin, Wan Atikah Wan Hamidon and Siti Aisha Na’illa Che Musa

groups within the plant extract responsible for the synthesis of copper nanoparticles through 
the reduction of copper. The FTIR study covered the spectral region of 400–4000 cm⁻¹, 
as depicted in Figures 4(a) and 4(b). Figure 4(a) displays the FTIR spectra of Ananas 
comosus leaf extract, revealing a prominent peak at 3347 cm⁻¹. This spectral feature 
is attributed to the O-H stretching motion of an alcohol molecule. The observed peaks 
at 2998, 1378, and 1325 cm⁻¹ correspond to the absorption of C-O single bonds. The 
presence of absorption bands in 1723 and 1649 cm⁻¹ suggests C-O carbonyl and C=C 
stretching vibrations, respectively, likely due to the cyclic aromatic ring. The carboxylic 
acid functional group shows characteristics of both alcohols and ketones, encompassing 
the O-H bond characteristic of alcohols and the C=O carbonyl bond typical of ketones. 

Hence, carboxylic acids exhibit a pronounced spectral band from 2800 cm⁻¹ to 3500 
cm⁻¹ corresponding to the O-H bond stretching in alcohols. Secondary amines display 
a singular N-H bond, observed at 3343 cm⁻¹, resulting in a solitary peak. The amide 
functional group includes both the N-H amine bond and the C=O carbonyl bond, presenting 
a prominent and moderately wide absorption band in the 3100 cm⁻¹ to 3500 cm⁻¹ range, 
corresponding to the N-H amine bond stretching. The observed peaks indicate the presence 
of functional groups commonly found in the principal chemicals of the Ananas comosus 
leaf extract. The synthesised copper nanoparticles displayed several distinctive peaks in 
the Ananas comosus leaf extract, as shown in Figure 4(b), with modest variations in peak 
positions and intensities.

FTIR analysis can also be used quantitatively to determine the concentration of certain 
functional groups, provided that the underlying chemistry is understood and standard 
reference materials are available. Figure 4(b) illustrates the correlation between the 
transmittance of the synthesised copper nanoparticles and the absorption of infrared light. 
When a sample absorbs a significant portion of incident light, transmission through the 
sample is nearly non-existent. The synthesised copper nanoparticles exhibit a high level 
of absorbance and a correspondingly low level of transmission. The sample concentration 
may also influence the intensity of absorption bands in an IR spectrum. According to the 
Beer-Lambert equation, absorbance is directly proportional to both the concentration of 
the absorbing substance in the solution and the length of the light path (Bhanvase & Barai, 
2021).

The results showed that the composition of the synthesised copper nanoparticles retained 
the organic constituents derived from the Ananas comosus leaf extract. The observed peaks 
in the nanoparticles suggest functional groups from organic compounds such as flavonoids, 
alkaloids, and terpenoids encapsulated them. Past research has shown that most flavonoids 
possess a C6-C3-C6 structure with two benzene rings (A and B) linked by a heterocyclic 
pyrone ring (C) containing oxygen (Dias et al., 2021). Flavonoid classification is based on 
specific chemical groups. For instance, flavanols are characterised by a hydroxyl group at 
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the 3-position, while flavanones have a C2–C3 double bond, confirming the presence of 
flavonoid compounds in the synthesised copper nanoparticles (Kumar & Pandey, 2013). 
Additionally, terpenoids, which are derived from terpenes and include oxygen atoms, likely 
derive their oxygen from the carbonyl group of the fresh Ananas comosus leaf extract, 
connected to the cyclic aromatic ring of the terpenoid (Adefegha et al., 2022). Alkaloids, 
chemicals typically containing one or more nitrogen atoms in a heterocyclic ring structure 
(amine functional group), are also present (Lamponi, 2021). This research confirmed that 
amines in the fresh Ananas comosus leaf extract exhibit a singular N-H bond at 3343 cm⁻¹. 
Thus, the study indicates that the surface of the copper nanoparticles was effectively covered 
and stabilised by these organic molecules during synthesis, suggesting the nanoparticles' 
non-oxidative and highly pure nature.

Field Emission Scanning Electron Microscopy (FESEM)

Figure 5 depicts the synthesised copper nanoparticles' morphological characteristics and 
structural configuration. The images were obtained using Field Emission Scanning Electron 
Microscopy (FESEM) with magnifications ranging from the smallest to the largest. The 
synthesised copper nanoparticles exhibited a tendency to form a disordered agglomeration. 
The dispersion of the copper nanoparticles is characterised by a loose structure, which leads 
to agglomeration due to adhesion. Only a limited number of agglomerations occurred, 
resulting in non-uniform copper nanoparticles. The copper nanoparticles synthesised in 
this study exhibited strong aggregation due to the dense packing of pure copper atoms. 
Figure 5 demonstrates that the shape of copper nanoparticles is irregular, while Figure 6 
shows that the predominant diameters of the synthesised copper nanoparticles are 51.91 

  

Figure 4. (a) The Fourier Transform Infrared Spectroscopy (FTIR) analysis of fresh Ananas comosus leaf 
extract (b) The Fourier Transform Infrared Spectroscopy (FTIR) analysis of fresh Ananas comosus leaf 
extract and synthesised copper nanoparticles
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Figure 5. The morphological surface structure of synthesised copper nanoparticles using Ananas comosus 
leaf extract using (a) 1000×, (b) 10000×, (c) 15000×, and (d) 50000× magnification of Field Emission 
Scanning Electron Microscopy (FESEM)

Figure 6. The average size of synthesised copper nanoparticles using Ananas comosus leaf extract under 
120000 x magnification of Field Emission Scanning Electron Microscopy (FESEM)
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nm, 54.75 nm, and 63.47 nm. The average size of the synthesised copper nanoparticles 
was 56.71 nm. Determining the shape and average size of synthesised nanoparticles allows 
for the assessment of their specifications and effectiveness in various applications, such 
as medicinal, antibacterial, antifungal, magnetic, and electrical effects. The findings of 
this experiment indicate that the structure of the copper nanoparticles remains stable and 
consistent with the specified size of the nanoparticles.

CONCLUSION

In the current study, Ananas comosus leaf extract was successfully used to synthesise 
copper nanoparticles through the processes of reduction, capping, and stabilisation by 
the secondary metabolites present in the extract. The existence of functional groups from 
secondary metabolites such as flavonoids, alkaloids, and terpenoids derived from the 
extract facilitated the synthesis process. The synthesised copper nanoparticles succeeded 
in terms of their crystallographic, optical, and surface morphological properties. Since the 
synthesis of copper nanoparticles only involves raw materials from Ananas comosus leaf 
and a small amount of copper sulfate, the production cost is very affordable, especially for 
smallholders. In the future, implementing technological improvements aimed at enhancing 
the safety of nanoparticles created through green synthesis could potentially boost the 
development of agricultural economics, particularly in applications such as plant pathogen 
treatments and microbiology. 

ACKNOWLEDGMENTS

The authors thank the Ministry of Higher Education, Malaysia (MOHE) for funding this 
work under the Fundamental Research Grant Scheme, FRGS/1/2022/STG01/UITM/03/2. 
The authors also acknowledge the Malaysian Pineapple Industry Board (MPIB) as industrial 
collaborators for this research.

REFERENCES
Adefegha, S. A., Oboh, G., & Oluokun, O. O. (2022). Chapter 11 - food bioactives: The food image behind 

the curtain of health promotion and prevention against several degenerative diseases. Studies in Natural 
Products Chemistry, 72, 391–421. https://doi.org/https://doi.org/10.1016/B978-0-12-823944-5.00012-0 

Alahdal, F. A. M., Qashqoosh, M. T. A., Manea, Y. K., Mohammed, R. K. A., & Naqvi, S. (2023). Green 
synthesis and characterization of copper nanoparticles using Phragmanthera austroarabica extract and 
their biological/environmental applications. Sustainable Materials and Technologies, 35, Article e00540. 
https://doi.org/https://doi.org/10.1016/j.susmat.2022.e00540 

Ali, M. M., Hashim, N., Aziz, S. A., & Lasekan, O. O. (2020). Pineapple (Ananas comosus): A comprehensive 
review of nutritional values, volatile compounds, health benefits, and potential food products. Food 
Research International, 137, Article 109675. https://doi.org/10.1016/j.foodres.2020.109675 



1336 Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

Nur Diyana Zulpahmi, Wan Zuraida Wan Mohd Zain, Fazlena Hamzah, Nurul Wahida Ramli, Nur ‘Amira Hamid,  
Irmaizatussyehdany Buniyamin, Wan Atikah Wan Hamidon and Siti Aisha Na’illa Che Musa

Amini, S. M., & Akbari, A. (2019). Metal nanoparticles synthesis through natural phenolic acids. IET 
Nanobiotechnology, 13(8), 771–777. https://doi.org/10.1049/iet-nbt.2018.5386 

Bárta, J., Pospíšil, M., & Čuba, V. (2010). Photo and radiation-induced preparation of nanocrystalline copper 
and cuprous oxide catalysts. Journal of Radioanalytical and Nuclear Chemistry, 286, 611–618. https://
doi.org/10.1007/s10967-010-0748-5 

Bhanvase, B., & Barai, D. (2021). Stability of nanofluids. In Nanofluids for Heat and Mass Transfer: 
Fundamentals, Sustainable Manufacturing and Applications (pp. 69–97). Academic Press. https://doi.
org/10.1016/B978-0-12-821955-3.00009-1

Buniyamin, I., Akhir, R. M., Asli, N. A., Khusaimi, Z., Malek, M. F., & Mahmood, M. R. (2022). Nanotechnology 
applications in biomedical systems. Current Nanomaterials, 7(3), 167–180. https://doi.org/10.2174/240
5461507666220301121135 

Buniyamin, I., Eswar, K. A., Asli, N. A., Halim, M. F. A., Khusaimi, Z., & Mahmood, M. R. (2023). Bio-
synthesized tin oxide nanoparticles (SnO₂ NPs) as a photocatalyst model. Malaysia Journal of Invention 
and Innovation, 2(3), 1-5. 

Buniyamin, I., Halim, M. F. A., Eswar, K. A., Jalani, K. J., Kadir, S. A. I. A. S. A., Mohammad, M., Idorus, M. 
Y., Asli, N. A., Mahmood, M. R., & Khusaimi, Z. (2023). Natural biomolecules in leaf and fruit extracts 
mediate the biosynthesis of SnO2 nanoparticles: A mini review. International Journal of Pharmaceuticals, 
Nutraceuticals and Cosmetic Science, 6(2), 24–40. https://doi.org/10.24191/IJPNaCS.v6i2.03 

Buniyamin, I., Mahmood, M. R., & Khusaimi, Z. (2023). Utilization of tin oxide nanoparticles synthesized 
through plant-mediated methods and their application in photocatalysis: A brief review. International 
Journal of Chemical and Biochemical Sciences, 24(7), 116-123. 

Cheedarala, R. K., & Song, J. (2020). Face-centred cubic CuO nanocrystals for enhanced pool-boiling critical 
heat flux and higher thermal conductivities. International Journal of Heat and Mass Transfer, 162, Article 
120391. https://doi.org/10.1016/j.ijheatmasstransfer.2020.120391 

Chen, J., Yao, Y., Zeng, H., & Zhang, X. (2023). Integrated metabolome and transcriptome analysis reveals a 
potential mechanism for water accumulation mediated translucency in pineapple (Ananas comosus (L.) 
Merr.) fruit. International Journal of Molecular Sciences, 24(8), Article 7199. https://doi.org/10.3390/
ijms24087199 

Crisan, M. C., Teodora, M., & Lucian, M. (2022). Copper nanoparticles: Synthesis and characterization, 
physiology, toxicity and antimicrobial applications. Applied Sciences, 12(1), Article 141. https://doi.
org/10.3390/app12010141 

Dias, M. C., Pinto, D. C. G. A., & Silva, A. M. S. (2021). Plant flavonoids: Chemical characteristics and 
biological activity. Molecules, 26(17), Article 5377. https://doi.org/10.3390/molecules26175377 

Dubale, S., Kebebe, D., Zeynudin, A., Abdissa, N., & Suleman, S. (2023). Phytochemical screening and 
antimicrobial activity evaluation of selected medicinal plants in Ethiopia. Journal of Experimental 
Pharmacology, 15, 51–62. https://doi.org/10.2147/JEP.S379805 

Febrianti, S., Cevanti, T., & Sumekar, H. (2016). The secondary metabolites screening and the effectiveness 
(Ananas comosus (L.) Merr of the queen pineapple stems in decreasing the number of Enterococcus 
faecalis’s colonies. DENTA, 10, Article 89. https://doi.org/10.30649/denta.v10i1.41 



1337Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

The Copper Nanoparticles Formation Using A. comosus Leaf Extract

Fouda-Mbanga, B. G., & Tywabi-Ngeva, Z. (2022). Application of pineapple waste to the removal of toxic 
contaminants: A review. Toxics, 10(10), Article 561. https://doi.org/10.3390/toxics10100561 

Gan, R. Y., Chan, C. L., Yang, Q. Q., Li, H. B., Zhang, D., Ge, Y. Y., Gunaratne, A., Ge, J., & Corke, H. (2019). 
9 - Bioactive compounds and beneficial functions of sprouted grains. In Sprouted Grains (pp. 191-246). 
AACC International Press. https://doi.org/https://doi.org/10.1016/B978-0-12-811525-1.00009-9 

Gao, Y., Yao, Y., Chen, X., Wu, J., Wu, Q., Liu, S., Guo, A., & Zhang, X. (2022). Metabolomic and transcriptomic 
analyses reveal the mechanism of sweet-acidic taste formation during pineapple fruit development. 
Frontiers in Plant Science, 13, Article 971506. https://doi.org/10.3389/fpls.2022.971506 

Godlewska, K., Pacyga, P., Szumny, A., Szymczycha-Madeja, A., Wełna, M., & Michalak, I. (2022). Methods 
for rapid screening of biologically active compounds present in plant-based extracts. Molecules, 27(20), 
Article 7094. https://doi.org/10.3390/molecules27207094 

Hamdiani, S., & Shih, Y. F. (2021). A green method for synthesis of silver-nanoparticles-diatomite (AgNPs-D) 
composite from pineapple (Ananas comosus) leaf extract. Indonesian Journal of Chemistry, 21, Article 
740. https://doi.org/10.22146/ijc.63573 

Hano, C., & Abbasi, B. H. (2022). Plant-based green synthesis of nanoparticles: Production, characterization 
and applications. Biomolecules, 12(1), Article 31. https://doi.org/10.3390/biom12010031 

Hassan, A., Akmal, Z., & Khan, N. (2020). The phytochemical screening and antioxidants potential 
of Schoenoplectus triqueter L. Palla. Journal of Chemistry, 2020, Article 3865139. https://doi.
org/10.1155/2020/3865139 

Hassanien, R., Husein, D., & Al-Hakkani, M. (2018). Biosynthesis of copper nanoparticles using aqueous 
Tilia extract: Antimicrobial and anticancer activities. Heliyon, 4, Article e01077. https://doi.org/10.1016/j.
heliyon.2018.e01077 

Hikal, W., Mahmoud, A., Said-Al Ahl, H., Bratovcic, A., Tkachenko, K., Kacaniova, M., & Rodriguez, R. 
M. (2021). Pineapple (Ananas comosus L. Merr.), waste streams, characterisation and valorisation: An 
overview. Open Journal of Ecology, 11, Article 9039. https://doi.org/10.4236/oje.2021.119039 

Kumar, S., & Pandey, A. K. (2013). Chemistry and biological activities of flavonoids: An overview. The 
Scientific World Journal, 2013, Article 162750. https://doi.org/10.1155/2013/162750 

Lamponi, S. (2021). The importance of structural and functional analysis of extracts in plants. Plants, 10(6), 
Article 1225. https://doi.org/10.3390/plants10061225 

Ma, C., Xiao, S., Li, Z., Wang, W., & Du, L. (2007). Characterization of active phenolic components in the 
ethanolic extract of Ananas comosus L. leaf using high-performance liquid chromatography with diode 
array detection and tandem mass spectrometry. Journal of Chromatography A, 1165(1), 39–44. https://
doi.org/https://doi.org/10.1016/j.chroma.2007.07.060 

Malaikozhundan, B., Krishnamoorthi, R., Vinodhini, J., Nambi, K. S. N., & Palanisamy, S. (2022). 
Multifunctional iron oxide nanoparticles using Carica papaya fruit extract as antibacterial, antioxidant 
and photocatalytic agent to remove industrial dyes. Inorganic Chemistry Communications, 144, Article 
109843. https://doi.org/https://doi.org/10.1016/j.inoche.2022.109843 

Malaikozhundan, B., Lakshmi, V. N., & Krishnamoorthi, R. (2022). Copper oxide nanoparticles using Mentha 
spicata leaf as antibacterial, antibiofilm, free radical scavenging agent and efficient photocatalyst to degrade 



1338 Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

Nur Diyana Zulpahmi, Wan Zuraida Wan Mohd Zain, Fazlena Hamzah, Nurul Wahida Ramli, Nur ‘Amira Hamid,  
Irmaizatussyehdany Buniyamin, Wan Atikah Wan Hamidon and Siti Aisha Na’illa Che Musa

methylene blue dyes. Materials Today Communications, 33, Article 104348. https://doi.org/https://doi.
org/10.1016/j.mtcomm.2022.104348 

Malaikozhundan, B., Mohandoss, S., Krishnamoorthi, R., Bharathi, P. V., Palanisamy, S., & Vinodhini, J. 
(2024). Enhanced bactericidal, antibiofilm and antioxidative response of Lawsonia inermis leaf extract 
synthesised ZnO NPs loaded with commercial antibiotic. Bioprocess and Biosystems Engineering, 47(8), 
1241–1257. https://doi.org/10.1007/s00449-024-03000-9 

María, R., Shirley, M., Xavier, C., Jaime, S., David, V., Rosa, S., & Jodie, D. (2018). Preliminary phytochemical 
screening, total phenolic content and antibacterial activity of thirteen native species from Guayas 
province Ecuador. Journal of King Saud University Science, 30(4), 500–505. https://doi.org/https://doi.
org/10.1016/j.jksus.2017.03.009 

Mitra, S., Dua, T. K., Easmin, S., Sarkar, S., Roy, A. P., Sahu, R., Nandi, G., Haydar, M. S., Roy, S., & Paul, P. 
(2024). Green synthesis of copper nanoparticles by using pineapple peel waste: in vitro characterizations 
and antibacterial potential. Bioprocess and Biosystems Engineering, 47(8), 1151–1161. https://doi.
org/10.1007/s00449-024-02982-w 

Mohamed, E. A. (2020). Green synthesis of copper & copper oxide nanoparticles using the extract of seedless 
dates. Heliyon, 6(1), Article e03123. https://doi.org/https://doi.org/10.1016/j.heliyon.2019.e03123 

Morozzi, P., Ballarin, B., Arcozzi, S., Brattich, E., Lucarelli, F., Nava, S., Gómez-Cascales, P. J., Orza, 
J. A. G., & Tositti, L. (2021). Ultraviolet–visible diffuse reflectance spectroscopy (UV–Vis DRS), a 
rapid and non-destructive analytical tool for the identification of Saharan dust events in particulate 
matter filters. Atmospheric Environment, 252, Article 118297. https://doi.org/https://doi.org/10.1016/j.
atmosenv.2021.118297 

Olajire, A. A., & Mohammed, A. A. (2019). Green synthesis of palladium nanoparticles using Ananas comosus 
leaf extract for solid-phase photocatalytic degradation of low density polyethylene film. Journal of 
Environmental Chemical Engineering, 7(4), Article 103270. https://doi.org/https://doi.org/10.1016/j.
jece.2019.103270 

Pooja, S., Sonali, M., Charmi, P., Dhrumi, S., Rathod, Z., & Meenu, S. (2022). A Review on Qualitative and 
Quantitative Analysis of Carbohydrates Extracted from Bacteria. Acta Scientific Microbiology, 5, 60-68.

Rahman, I. A., Camalxaman, N., Rambely, A. S., Haron, N., & Mohamed, E. (2020). Ananas comosus (L.) 
Merr: A mini review of its therapeutic properties Health Scope, 3(2), 54-59.

Rajeshkumar, S., Vanaja, M., & Kalirajan, A. (2021). Degradation of toxic dye using phytomediated 
copper nanoparticles and its free-radical scavenging potential and antimicrobial activity against 
environmental pathogens. Bioinorganic Chemistry and Applications, 2021, Article 1222908. https://doi.
org/10.1155/2021/1222908 

Rajkumar, G., Panambara, P., & Sanmugarajah, V. (2022). Comparative analysis of qualitative and quantitative 
phytochemical evaluation of selected leaf of medicinal plants in Jaffna, Sri Lanka. Borneo Journal of 
Pharmacy, 5, 93–103. https://doi.org/10.33084/bjop.v5i2.3091 

Ramli, A. N. M. (2020, October 14). Pineapple waste commercialisation. UMPSA News. https://news.umpsa.
edu.my/experts/pineapple-waste-commercialisation



1339Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

The Copper Nanoparticles Formation Using A. comosus Leaf Extract

Rani, N., Singh, P., Kumar, S., Kumar, P., Bhankar, V., & Kumar, K. (2023). Plant-mediated synthesis of 
nanoparticles and their applications: A review. Materials Research Bulletin, 163, Article 112233. https://
doi.org/https://doi.org/10.1016/j.materresbull.2023.112233 

Ranjitham, A., Ranjani, G., & Caroling, G. (2015). Biosynthesis, characterization, antimicrobial activity of 
copper nanoparticles using fresh aqueous Ananas comosus L. (Pineapple) extract. International Journal 
of PharmTech Research, 8, 750–769.

Salome, Y. S. E., Kouakou, H. T., Kouakou, L. K., Kouadio, J., Patrice, K., & Mérillon, J. M. (2011). Phenolic 
profiles of pineapple fruits (Ananas comosus L. Merrill) influence of the origin of suckers. Australian 
Journal of Basic and Applied Sciences, 5, 1372–1378.

Sarangi, P., Thangjam, A., Singh, N., Shadangi, K., Srivastava, R., Singh, A., Chandel, A., Pareek, N., 
& Vivekanand, V. (2022). Sustainable utilization of pineapple wastes for production of bioenergy, 
biochemicals and value-added products: A review. Bioresource Technology, 351, Article 127085. https://
doi.org/10.1016/j.biortech.2022.127085 

Senthamarai, M. D., & Malaikozhundan, B. (2022). Synergistic action of zinc oxide nanoparticle using 
the unripe fruit extract of Aegle marmelos (L.) - Antibacterial, antibiofilm, radical scavenging and 
ecotoxicological effects. Materials Today Communications, 30, Article 103228. https://doi.org/https://
doi.org/10.1016/j.mtcomm.2022.103228 

Sidhu, A., Verma, N., & Kaushal, P. (2022). Role of biogenic capping agents in the synthesis of metallic 
nanoparticles and evaluation of their therapeutic potential. Frontiers in Nanotechnology, 3, Article 801620. 
https://doi.org/10.3389/fnano.2021.801620 

Spanier, A. M., Flores, M., James, C., Lasater, J., Lloyd, S., & Miller, J. A. (1998). Fresh-cut pineapple (Ananas 
sp.) flavor. Effect of storage. In E. T. Contis, C. T. Ho, C. J. Mussinan, T. H. Parliment, F. Shahidi, & A. 
M. Spanier (Eds.), Developments in Food Science (Vol. 40, pp. 331–343). Elsevier. https://doi.org/https://
doi.org/10.1016/S0167-4501(98)80057-5 

Teai, T., Claude-Lafontaine, A., Schippa, C., & Cozzolino, F. (2001). Volatile compounds in fresh pulp of 
pineapple (Ananas comosus [L.] Merr.) from French Polynesia. The Journal of Essential Oil Research, 
13, 314–318. https://doi.org/10.1080/10412905.2001.9712222 

Thatyana, M., Dube, N. P., Kemboi, D., Manicum, A. L. E., Mokgalaka-Fleischmann, N. S., & Tembu, J. V. 
(2023). Advances in phytonanotechnology: A plant-mediated green synthesis of metal nanoparticles using 
Phyllanthus plant extracts and their antimicrobial and anticancer applications. Nanomaterials, 13(19), 
Article 2616. https://doi.org/10.3390/nano13192616 

Tsilo, P. H., Basson, A. K., Ntombela, Z. G., Dlamini, N. G., & Pullabhotla, R. V. S. R. (2023). Biosynthesis 
and characterization of copper nanoparticles using a bioflocculant produced by a yeast Pichia 
kudriavzevii isolated from Kombucha Tea Scoby. Applied Nano, 4(3), 226–239. https://doi.org/10.3390/
applnano4030013 

van Tran, T., Nguyen, D. T. C., Nguyen, T. T. T., Nguyen, D. H., Alhassan, M., Jalil, A. A., Nabgan, W., & 
Lee, T. (2023). A critical review on pineapple (Ananas comosus) wastes for water treatment, challenges 
and future prospects towards circular economy. Science of the Total Environment, 856, Article 158817. 
https://doi.org/https://doi.org/10.1016/j.scitotenv.2022.158817 



1340 Pertanika J. Sci. & Technol. 33 (3): 1321 - 1340 (2025)

Nur Diyana Zulpahmi, Wan Zuraida Wan Mohd Zain, Fazlena Hamzah, Nurul Wahida Ramli, Nur ‘Amira Hamid,  
Irmaizatussyehdany Buniyamin, Wan Atikah Wan Hamidon and Siti Aisha Na’illa Che Musa

Vijayaram, S., Razafindralambo, H., Sun, Y. Z., Vasantharaj, S., Ghafarifarsani, H., Hoseinifar, S. H., & 
Raeeszadeh, M. (2023). Applications of green synthesised metal nanoparticles: A review. Biological Trace 
Element Research, 202(1), 360-386. https://doi.org/10.1007/s12011-023-03645-9 

Vinothini, P., Malaikozhundan, B., Krishnamoorthi, R., Dayana Senthamarai, M., & Shanthi, D. (2023). 
Potential inhibition of biofilm forming bacteria and fungi and DPPH free radicals using Tamarindus 
indica fruit extract assisted iron oxide nanoparticle. Inorganic Chemistry Communications, 156, Article 
111206. https://doi.org/https://doi.org/10.1016/j.inoche.2023.111206 

Ying, S., Guan, Z., Ofoegbu, P. C., Clubb, P., Rico, C., He, F., & Hong, J. (2022). Green synthesis of 
nanoparticles: Current developments and limitations. Environmental Technology & Innovation, 26, Article 
102336. https://doi.org/https://doi.org/10.1016/j.eti.2022.102336 

Zulpahmi, N. D., Musa, A. N. C., Zain, W. Z. W. M., Hamid, A., Ramli, N. W., Hamzah, F., & Buniyamin, 
I. (2023). Green synthesis of copper nanoparticles using Ananas comosus waste and their antimicrobial 
activity: A review. International Journal of Chemical and Biochemical Sciences, 24(7), 1-9. www.
iscientific.org/Journal.html



Journal homepage: http://www.pertanika.upm.edu.my/

SCIENCE & TECHNOLOGY

e-ISSN: 2231-8526   

Pertanika J. Sci. & Technol. 33 (3): 1341 - 1365 (2025)

© Universiti Putra Malaysia Press

Article history:
Received: 20 June 2024
Accepted: 16 January 2025
Published: 04 April 2025

ARTICLE INFO

E-mail addresses:
devikomardyansah@mail.ugm.ac.id (Deviko Mardyansah)
tiaerfianti@mail.ugm.ac.id (Tia Erfianti)
khusnulqonitamaghfiroh@mail.ugm.ac.id (Khusnul Qonita Maghfiroh)
dedy.kurnianto@mail.ugm.ac.id (Dedy Kurnianto)
ria.amelia@mail.ugm.ac.id (Ria Amelia)
brilian.ryan.s@mail.ugm.ac.id (Brilian Ryan Sadewo)
eko_suyono@mail.ugm.ac.id (Eko Agus Suyono)
*Corresponding author

DOI: https://doi.org/10.47836/pjst.33.3.12

Role of Brassinosteroid on Growth, Metabolic Contents and Wax 
Ester Fermentation in Euglena sp.

Deviko Mardyansah1, Tia Erfianti1, Khusnul Qonita Maghfiroh1,  
Dedy Kurnianto1,2, Ria Amelia1, Brilian Ryan Sadewo3,4 and Eko Agus Suyono1,4*
1Faculty of Biology, Universitas Gadjah Mada, Yogyakarta 55281, Indonesia
2Research Center for Food Technology and Processing, National Research and Innovation Agency (BRIN), 
Yogyakarta 55861, Indonesia
3Department of Chemical Engineering, Faculty of Engineering, Universitas Gadjah Mada, Yogyakarta, 55284, 
Indonesia
4Center of Excellence for Microalgae Biorefinery, Universitas Gadjah Mada, Sleman 55281, Yogyakarta, 
Indonesia

ABSTRACT
Euglena is one of the alternative natural resources for medicine, food, and energy, and it is important 
to develop its metabolic contents to fulfill human demands. Improvement of metabolic content in 
Euglena was conducted in several ways, such as by adding the phytohormone. Brassinolide is one of 
the phytohormones and is well-known for its ability to stimulate and protect the plant from stressful 
environments. The application of brassinolide is still lacking. In addition, previous studies have 
never applied this phytohormone to Euglena sp. cultures. This research aimed to analyze the effect 
of brassinolide on the growth, metabolic content and wax fermentation in Euglena sp. The growth 
rate was measured during cultivation, and the metabolic content was analyzed at the late exponential 
phase before entering the fermentation process. Gas Chromatography-Mass Spectrometry (GC-

MS) was carried out to reveal the wax ester 
content after the fermentation process. The result 
showed that brassinolide significantly increased 
the growth rate and metabolic content at lower 
concentrations, while high concentration tends 
to inhibit the effect. The high metabolite content, 
including carbohydrate, lipid, protein, and 
paramylon, was 0.47 ± 0.02 g/L, 0.20 ± 0.01 
g/L, 15.91 ± 1.21 × 10-3 g/L, and 145 ± 0.10 × 
10-3 g/L, respectively. Interestingly, wax esters 
at lower brassinolide concentrations showed 
contrasting results compared to the control 
treatment. These findings provide information 
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about the effect of brassinolide in Euglena sp., and advanced research is needed to reveal the 
mechanism of brassinolide in Euglena sp.

Keywords: Brassinolide, Euglena sp., fermentation, metabolite

INTRODUCTION
The exponential growth of the human population has led to a significant reduction in natural 
resources such as food, fuel, and medicine. This overconsumption and associated land 
deforestation and greenhouse gas emissions have directly contributed to global climate 
change (Maja & Ayano, 2021). The urgency of this issue is underscored by the fact that we 
need to explore and develop alternative natural resources that align with the Sustainable 
Development Goals (SDGs) set by the United Nations for 2030.

Microalgae, particularly Euglena, stands out as a promising candidate for future 
alternative natural resources. Euglena is easily found in fresh and brackish water (rich 
in organic matter), consists of single cells, and exhibits rapid growth (Borowitzka, 
2018). Euglena's ability to thrive is not only under photoautotroph conditions, where it 
uses light as a proton source for photosynthesis and energy production but also under 
heterotrophic conditions (Leander et al., 2017). This unique adaptability makes Euglena 
a fascinating subject for further exploration. Additionally, Euglena's metabolic content 
is diverse, encompassing protein, lipids, pigments, paramylon, wax ester, and more 
(Kottumparambil et al., 2019).

The metabolic content of Euglena holds immense promise for human life. For instance, 
the protein in Euglena gracillis can be harnessed as dietary protein (Gissbl et al., 2019). 
Conversely, paramylon and wax ester produced by Euglena are of particular interest. 
Paramylon in Euglena has numerous benefits; for example, in medicine, paramylon 
extracted from E. gracillis has shown an anticancer effect on A4gnt mice by reducing 
the gene expression of gastric dysplasia (Lida et al., 2021). Moreover, the conversion of 
paramylon to wax ester through fermentation could produce biofuel rich in 28 carbon chains 
(Inui et al., 2017). The diverse range of beneficial metabolites obtained from Euglena 
underscores the need for further research and improvement in its metabolic content, given 
its potential to support almost all aspects of human life. 

Significant improvements in the metabolic content of various microalgae species 
have been demonstrated in previous studies. For instance, the protein content of Chlorella 
vulgaris was found to increase by up to 296% (Bajguz, 2000). Similarly, improvements 
in monosaccharide, chlorophyll a+b, and photosynthesis rate were 330%, 329%, and 
298%, respectively, in Scenedesmus quadricauda (Bajguz & Czerpak, 1998). Moreover, S. 
quadricauda also demonstrated a significant enhancement, with the lipid and carotenoid 
content reaching 107.43 mg/g and over 140 ng/cell, respectively. These improvements 
were all observed under the addition of Brassinosteroids (BRs).
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Brassinosteroids, which are steroidal hormones similar in structure to steroids in 
animals and insects (Divi & Krishna, 2009), have been widely used in plants as growth 
stimulators and stress protectants by regulating and enhancing the photosynthesis process 
(Liu et al., 2023) and regulating the stress defense mechanism both enzymatic and non-
enzymatic (Vardhini & Anjum, 2015). For instance, adding brassinolide (BL), an active 
type of BRs, enhanced fruit yields of over 175 tons/ha in peaky pears (Atteya et al., 2022). 
Brassinolide also regulates the phenolic content and produces unsaturated fatty acids for 
cell membrane integrity in banana fruit under chilling injury (Zhang et al., 2022). Given 
these beneficial effects in plants, the potential application of BRs, particularly BL, in 
microalgae such as Euglena is worth exploring.

The role of BL in plants has demonstrated significant effects and is commonly used to 
enhance productivity under normal or stressful environments. However, its application in 
microalgae is relatively unexplored. As mentioned earlier, we have observed the application 
of BL in some microalgae species, such as Chlorella, which has been extensively studied. 
In this research, we delve into the potential of BL in Euglena sp. cultivation, inspired by 
the positive effects observed in other microalgae and the potential impact of BL on Euglena 
sp. We focus on the growth rate and metabolic production after and before fermentation. 
As we mentioned before, the metabolites and pigments produced by Euglena had a wide 
beneficial scope, including energy, food, and medicine. Thus, analyzing those parameters 
becomes our focus. Moreover, we have conducted growth kinetic modeling and cell 
morphology distribution in this study.

MATERIALS AND METHODS

Culture Condition
The culture of Euglena sp. was obtained from the Biotechnology Laboratory, Faculty of 
Biology Universitas Gadjah Mada, isolated from Dieng plateau, Indonesia, which was 
isolated from the result of research by Maghfiroh et al. (2023). The culture grew on Cramer 
and Myers (CM) medium at 5 liters volume, 2 liters of Euglena stock (OD650: 0.370) and 3 
liters of the medium for nine days or reached the late-log phase that was determined from 
preliminary results (unpublished data). Brassinolide was added in the early cultivation of 
Euglena sp. The aeration of culture was 4.25 LPM, containing 15% CO2 (0.75 LPM), and 
the light was 3.600 lux with a white LED lamp (CRI index 80) for 24 h (Mardyansah, 
2023). The pH culture during the cultivation process was controlled and adjusted to 3.50 
by adding 1N KOH or 1N H2SO4—however, the temperature was adjusted to 24°C. After 
reaching the late-log phase, the culture was fermented by changing the culture condition 
to dark hypoxia for three days to generate wax fermentation. The dark condition was 
conducted by placing the culture in a dark place and wrapping it with three layers of 
aluminum foil. The hypoxia condition was performed by turning off the aeration during 
fermentation (low oxygen level).
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Growth Rate Analysis

The growth rate of Euglena sp. under BL treatment was analyzed by observing the cell 
density and growth kinetic modeling. Cell density was monitored daily by taking 2 mL of 
culture sample and was read by spectrophotometer UV-Vis (Genesys 150 Thermo, USA) at 
680 nm (Suzuki et al., 2015). The cell growth kinetic model was performed using Logistics 
and Gompertz. The logistic model will calculate using Equations 1 and 2 (Phukoetphim 
et al., 2017; Nurafifah et al., 2023).

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
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  is growth rate, X is cell density, X0 is initial cell, Xmax is maximum cell 

density, and µmax is maximum of specific growth rate.
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2017; Nurafifah et al., 2023).
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Where rm is maximum cell production, tL is lag time, SSR is a sum of square residual, 
and SST is the total sum square.

Biomass Measurement

The biomass was measured and conducted by vacuum filtration every three days after 
fermentation (twelfth day). About 20 mL of sample (V) was poured into a vacuum filtered 
with filter paper (GF/C Whatman filter paper 47 mm, China), which had been weighed 
before (W1). The filtered biomass dried for 90 min at 100°C (OV-65 B-ONE, China). The 
dried biomass was weighed at an analytical balance (GR-200 AND, Japan) (W2). The 
biomass content was measured by using Equation 5 (Morais et al., 2021).

Biomass (g/L) = 𝑊𝑊2−𝑊𝑊1
𝑉𝑉

  [5]
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Cell Morphology Distribution

Cell morphology distribution was observed on the ninth day following Kim et al. (2022) 
with several modifications. Cell morphology was observed under an Inverted Microscope 
(BDS400 DRAWELL, China). Cells fixed with 1% Lugol solution. The ratio of cell and 
fixative was 1:1, given directly to avoid movement from the cell during the fixation process. 
The 100 cells in each sample were measured with Optilab Viewer v4 (Miconos, Indonesia). 
Cell shape was justified by comparing the aspect ratio (AR). Cells were categorized as 
spherical when AR was under 1.5, spindle when AR was between 1.5 and 5, and elongated 
when AR was more than 5 (Jeon et al., 2019).

Primary Metabolite Analysis

Primary metabolite was measured on the ninth day of cultivation. The pellet was collected 
from a centrifugation process (1327 × g; 10 min) (Ultra 8s LW Scientific, USA) of 10 mL 
culture used for primary metabolite determination, consisting of carbohydrates, lipids, 
and proteins. The Bradford method was used to determine the protein level (Bradford, 
1976). The pellet was extracted by adding 1 mL of 10% sodium dodecyl sulfate (SDS) and 
continued with incubation at 95°C for 5 min and 4°C for 5 min, respectively. The sample 
took about 8µL into 95 well-plates, followed by the addition of 200 µL Bradford reagent. 
After that, the absorbance read at 595 nm wavelength using an ELISA reader (ELx800 
BioTek, USA). The protein standard curve used bovine serum albumin (BSA). The blank 
solution consisted of 10% SDS and Bradford reagent.

The carbohydrate content was determined using the phenol-sulphuric acid method 
(Dubois et al., 1956; Suyono et al., 2016). The pellet was added by 1:5 of 5% phenol 
and H2SO4. The sample was incubated for 30 min at room temperature and homogenized 
before reading the absorbance at 490 nm wavelength using a UV-Vis spectrophotometer 
(Genesys 150 Thermo, USA). The carbohydrate standard was glucose. The blank solution 
was composed of 5% phenol and H2SO4.

The lipid was analyzed using the Bligh-Dyer method (Bligh & Dyer, 1959). The pellet 
was added with 1 mL of methanol and 1 mL of chloroform. The sample was mixed using a 
vortex until homogenized. Afterward, about 1 mL of chloroform and 1 mL of distilled water 
(Water One-ONEMED, Indonesia) were added and remixed. The sample was centrifuged 
at 1327 × g for 10 min and continued removing the polar solution. The non-polar solution 
was poured into a petri dish, which weighed before (M1). The lipid was incubated overnight 
at 33°C (OV-65 B-ONE, China) until the solvent perfectly evaporated and continued with 
measuring the petri dish (M2) using an analytical balance (GR-200 AND, Japan). The 
lipid content was obtained by reducing the weight of M2 and M1 divided by volume (V).
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Pigment Analysis

The pigment was analyzed by following Pruvost et al. (2011) on the ninth day of cultivation. 
Ten mL of the sample was centrifuged (Ultra 8s LW Scientific, USA) at 1327 × g for 10 
min. The supernatant was discarded, and the pellet was added with 2 mL of methanol. 
After that, the sample was homogenized by vortexing until well-mixed. The homogenate 
was incubated overnight at 4°C in a dark condition by covering it with aluminum foil. The 
sample was centrifuged (1327 × g; 10 min), and the supernatant read at 665, 662, and 480 
nm at spectrophotometer UV-Vis (Genesys 150 Thermo, USA). The absorbance of the 
supernatant was converted by using Equations 6, 7 and 8 to determine the pigment content.

Chlorophyll a (µg/L)  = -8.0962 × λ652 + 16.5169 × λ665 [6]

Chlorophyll b (µg/L)  = 27.4405 × λ652 – 12.1688 × λ665 [7]

Carotenoid Total (µg/L)  = 4 × λ480 [8]

Paramylon Analysis

According to Kim et al. (2020), Paramylon was analyzed with several modifications on 
the ninth day and after fermentation (twelfth day). The pellet from 20 mL of sample was 
collected through centrifugation (1327 × g; 10 min) (Ultra 8s LW Scientific, USA) and 
added with 3 mL of 1% SDS. The sample was incubated at 95°C for 30 min using a water 
bath (WNB-22 Memmert, Germany), then centrifuged (1327 × g; 10 min) to discard the 
supernatant. The sample was washed twice using distilled water (Water One-ONEMED, 
Indonesia). About 2 mL of 0.5N NaOH was added into the pellet and homogenized by 
vortexing. Paramylon was determined by taking 500 µL of aliquots and analyzed using the 
phenol-sulphuric acid (Dubois et al., 1956). The standard curve was made with D-glucose.

Productivity Measurement

The productivity of biomass, primary metabolite, pigment, and paramylon was calculated 
using Equation 9.

Productivity (g/L/day) =  
∆𝐶𝐶
∆𝑆𝑆

  [9]

Where: ∆C is the difference in concentration between day-n and day-0, and ∆T is the 
time period.
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Gas Chromatography-Mass Spectrometry (GC-MS) Analysis

GC analysis was used to determine the organic compounds after fermentation, following 
Padermshoke et al. (2016) with several modifications. The pellet, harvested on the twelfth 
day, was collected from 2L culture centrifugation (Universal 320R Hettich, Germany) for 4 
min, 2468 × g, 4°C, added with 100 µL pyridine followed by sonication (JPS-10A Digital 
Pro+, China) to dissolve the organic compound. About 1 µL chlorotrimethylsilane and 99 
µL N, O-Bis(trimethylsilyl) were added and continued with sonification. The extract was 
dried for 30 min at 37°C using an oven and resuspended with 1 mL n-hexane as a solvent. 
After filtration, the dissolved extract was injected into GC-MS (QP2010 Shimadzu, Japan). 
The GC condition fixed: DB one capillary column (30 m × 0.25 mm I.D. and 0.25 µm); 
column temperature: 10°C; Injection temperature: 290°C; Programed temperature: early 
temperature was 70°C (held for 5 min) until end temperature 285°C in addition 6°C per 
min (held for 20 min); interface temperature: 270°C; split ratio was 1:0; pressure 108.1 
kPA; helium gas was used as carrier gas. The database library on GC-MS (NIST II library 
Version) was used to identify detected organic compounds. The quantification of each 
compound was based on the percentage area of each GC-MS peak.

Statistical Data Analysis

The data was technically collected and analyzed with ANOVA One way (p-value: 0.05) 
continued with Duncan's multiple range test (DMRT). Microsoft Excel v.2013 (Microsoft 
Inc., USA), IBM SPSS Statistic v.26 (IBM, USA) and Origin Pro Student Version v.2023b 
(Origin Lab, USA) were used to perform and analyze the data. The data showed in means 
followed by standard deviation.

RESULTS

Growth and Biomass of Euglena sp.

In this research, the growth and biomass of Euglena sp. are positively affected by the 
presence of BL during the cultivation process. Figure 1a illustrates the growth curve 
of Euglena sp. under BL treatment at nine days of cultivation. The growth of Euglena sp. 
fluctuated, but 0.05 mg/L BL showed the highest cell density over other treatments after 
day sixth cultivation. In contrast, 0.10 and 1.50 mg/L BL treatments performed lower cell 
density than the control treatment. Moreover, a similar result was found in the biomass 
of Euglena sp. (Figure 1b). Before the seventh day of cultivation, the biomass of Euglena sp. 
under BL addition showed identical results among all BL treatments and became different 
from the seventh until the ninth day of cultivation (p < 0.05). The 0.05 mg/L BL showed 
the highest biomass and productivity for about 0.60 ± 0.01 g/L and 58.30 ± 1.47 g/L/day, 
respectively.
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Figure 1. Growth curve (a) and biomass (b) of Euglena sp. under BL treatment. Error bars represent 
standard deviation (n=3) 

The precision of our Gompertz and Logistic models in predicting Euglena sp.’s growth 
under BL treatment is noteworthy. Figure 2 illustrates the Gompertz model, with 0.05 

Figure 2. Growth kinetic modeling of Euglena sp. under BL treatment: 0 mg/L BL (a), 0.05 mg/L BL (b), 
0.10 mg/L BL (c), and 1.50 mg/L BL (d), respectively
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mg/L BL showing the highest rm (0.14) and tL (2.70). All BL treatments demonstrated an 
impressive R2 (Table 1). The Logistic model, on the other hand, showed that 0.10 mg/L 
BL had the best µmax. While the R2 of the Logistic model was lower than the Gompertz 
model, it still scored above 0.900 in all models, instilling confidence in the accuracy of 
our predictions.

Table 1 
The growth parameter of Gompertz and Logistic model in Euglena sp. under BL treatment

BL Concentration 
(mg/L)

Gompertz Model Logistic Model
rm tL R2 µmax R2

0 0.10 1.68 0.947 0.37 0.912
0.05 0.14 2.70 0.988 0.38 0.901
0.10 0.08 1.16 0.977 0.39 0.961
1.50 0.10 2.21 0.992 0.37 0.916

Morphology Distribution of Euglena sp.

Morphology distribution of Euglena sp. under BL treatment was different on day 0 (early), 
day 9 (late exponential), and after fermentation. On day 0 cultivation, the cell morphology 
distribution was dominated by spindle shape. This condition changed at the end of 
cultivation, with cell morphology dominated by elongated shape in all BL treatments. 
After the culture condition changed to dark hypoxia, the observation of cell morphology 
distribution showed that the shape domination changed into spherical and spindle shapes. 
The most spherical shape was found in 0.05 mg/L BL and 0.10 mg/L BL treatments, while 
the spherical shape showed in 0 mg/L BL and 1.50 mg/L BL treatments (Figure 3).

Figure 3. Morphology distribution of Euglena sp. under BL treatment on 0 days, 9 days, and after 
fermentation (12 days)
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Primary Metabolites Content of Euglena sp.
Brassinolide in Euglena sp.’s culture affected the primary metabolite, as seen in Figure 
4. Protein content showed a significant improvement at 0.05 mg/L BL up to 15.92 ± 1.20 
× 10-3 g/L (p < 0.05). This condition was contrasted with 0.10 mg/L BL and 1.50 mg/L 
BL treatments where the protein content amount was lower than 0 mg/L BL. Besides BL 
enhancing the protein, the lipid under BL treatment significantly improved (p < 0.05). 
The high lipid content performed in 0.05 mg/L BL treatment was about 0.20 ± 0.01 g/L, 
but insignificant result with 0.10 mg/L BL based form Duncan test. The positive effect of 
BL addition also showed in carbohydrate content (p < 0.05). The 0.05 mg/L BL gave the 
highest carbohydrate content compared to other treatments. The carbohydrate content at 
0.05 mg/L BL reached 0.47 ± 0.03 g/L. Based on Figure 4c, the lowest carbohydrate level 
performed at 0.10 mg/L BL, while the 0 and 1.50 mg/L BL showed insignificant results. 
According to Table 2, the productivity of primary metabolites was performed in high 
quantities at 0.05 mg/L BL treatment.

Figure 4. Primary metabolites content of Euglena sp. under BL treatment at ninth-day cultivation: protein 
content (a), carbohydrate content (b), and lipid content (c), respectively. The lowercase letter shows the 
significant differences based on Duncan’s Test (p < 0.05). Error bars represent standard deviation (n=3)
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Table 2 
The productivity of biomass, primary metabolites, pigment, and paramylon in Euglena sp. under BL 
treatment

Productivity  
(× 10-3 g/L/day)

BL Concentrations (mg/L)
0 0.05 0.10 1.50

Biomass 47.80 ± 1.67b 58.30 ± 1.47c 45.40 ± 4.66ab 41.90 ± 3.06a

Primary metabolites
Carbohydrate 40.70 ± 0.58b 46.30 ± 2.89c 31.70 ± 0.58a 40.00 ± 1.00b

Lipid 9.00 ± 0.00a 15.00 ± 0.00bc 12.70 ± 2.52bc 11.00 ± 1.70ab

Protein 0.82 ± 0.01b 1.58 ± 0.14a 0.34 ± 0.05c 0.28 ± 0.07a

Pigment
Chlorophyll a 0.23 ± 0.03a 0.23 ± 0.02a 0.26 ± 0.01ab 0.29 ± 0.02b

Chlorophyll b 0.46 ± 0.01ab 0.59 ± 0.01c 0.48 ± 0.02b 0.43 ± 0.04a

Carotenoid Total 0.14 ± 0.01a 0.17 ± 0.01b 0.15 ± 0.01ab 0.14 ± 0.01a

Paramylon 10.70 ± 1.41b 13.80 ± 0.12c 6.40 ± 1.76a 7.50 ± 1.01a

Notes. The data is shown in the means followed by the standard deviation (n=3). The lowercase in the same 
row showed significant differences based on Duncan’s Test (p < 0.05)

Pigment Content on Euglena sp.

The pigment content at the end of cultivation revealed a significant effect (p < 0.05) in BL 
treatments (Table 3). The 1.50 mg/L BL gave the highest chlorophyll a for about 4.14 ± 0.10 
µg/mL, while the highest chlorophyll b and carotenoid total found in 0.05 mg/L BL, 5.43 
± 0.07 µg/mL and 1.83 ± 0.03 µg/mL, respectively. In addition, 0.05 mg/L BL exhibited a 
high amount of chlorophyll a+b but decreased the chlorophyll a/b. The chlorophyll a and 
b productivity significantly increased in 1.50 mg/L BL and 0.05 mg/L BL, respectively.

Table 3 
Pigment content on Euglena sp. under BL treatment on the ninth day of cultivation

BL 
Concentration 

(mg/L)

Chl a (µg/
mL)

Chl b (µg/
mL)

Car. Total 
(µg/mL)

Chl a+b 
(µg/mL)

Chl a/b Car./Chl 
a+b

0 4.00 ± 0.01b 4.37 ± 0.02b 1.70 ± 0.03b 8.73 ± 0.03b 0.92 ± 0.00b 0.20 ± 0.00b

0.05 3.73 ± 0.03a 5.43 ± 0.07c 1.83 ± 0.03c 9.16 ± 0.05c 0.69 ± 0.01a 0.20 ± 0.00b

0.10 4.02 ± 0.06b 4.36 ± 0.23b 1.70 ± 0.04b 8.38 ± 0.17b 0.92 ± 0.06b 0.20 ± 0.00b

1.50 4.14 ± 0.10c 3.86 ± 0.36a 1.54 ± 0.08a 7.99 ± 0.27a 1.08 ± 0.12c 0.19 ± 0.00a

Notes. The data shows in means followed by standard deviation (n=3). The lowercase in the same column 
showed significant differences based on Duncan’s Test (p < 0.05)

Paramylon Content of Euglena sp.

Paramylon content of Euglena sp. under the presence of BL showed a significant effect (p < 
0.05) (Figure 5). The concentration of BL at 0.05 mg/L gave the great result of paramylon 
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production at the end of cultivation, accounting for 145 ± 1.04 × 10-3 g/L. In contrast, the 
high BL concentration performed the lowest concentration of paramylon, where 0.01 mg/L 
BL and 1.50 mg/L BL were 92.7 ± 7.97 × 10-3 g/L and 55.3 ± 2.80 × 10-3 g/L, respectively. 
On the other hand, 0.05 mg/L BL showed the highest paramylon productivity than other BL 
treatments (Table 2). The depletion of paramylon occurred after the fermentation process, 
which was conducted for three days at dark-hypoxia conditions. All paramylon contents 
were depleted, and the highest depletion of paramylon was found at 0.05 mg/L BL. Due to 
the highest production and depletion of paramylon found at 0.05 mg/L BL, this treatment 
was chosen to determine the organic compound by GC-MS. Besides that, the 0 mg/L BL 
was used as a control treatment to compare with the selected treatment. Therefore, this 
treatment continued for further analysis through GC-MS. 

Figure 5. Paramylon content in Euglena sp. is under BL treatment on the ninth and twelfth days of 
cultivation. Error bars represent the standard deviation (n=3)

Wax Ester of Euglena sp.

The untargeted GC-MS results revealed the presence of 14 and 15 organic chemical 
compounds at 0 and 0.05 mg/L BL treatment, respectively. Among these, we detected 
the presence of a unique organic compound, which we assumed to be a wax ester, in 
both treatments after 40 min reading at GC-MS (Figure 6). The wax ester content at 
0 mg/L BL remained higher than 0.05 mg/L BL treatment. We classified the wax ester 
species from carbon chain numbers 26 to 36 (Table 4). The wax ester concentration was 
dominated by carbon chain numbers 26 (lauryl myristate), 28 (myristyl myristate), and 
30 (cetyl myristate), while the other wax ester species were present in low concentrations. 
Interestingly, at 0.05 mg/L BL, we found a menthol compound in higher concentration than 
a wax ester, namely C10H20O or neomenthol, for about 18.75 ± 1.15 %. 
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Figure 6. TIC graph from GC-MS analyses the most significant treatment in Euglena sp. after fermentation 
(twelfth day)

Table 4 
Wax ester species of Euglena sp. under BL treatment after wax fermentation (twelfth day)

0 mg/L BL
Ret. Time 

(min)
Similarity 

Index
Name Formula Relative 

Abundance 
(%±SD)

42.137 87 Myristyl myristate C28H56O2 24.74±1.54
43.579 89 Lauryl myristate C26H52O2 16.97±1.48
45.276 87 Cetyl myristate C30H60O2 19.76±0.89
47.289 88 Lauryl palmitate C28H56O2 5.34±0.04
49.721 89 Stearyl stearate C36H72O2 3.59±2.08

0.05 mg/L BL
Ret. Time 

(min)
Similarity 

Index
Name Formula Relative 

Abundance 
(%±SD)

30.746 89 (1S, 2S, 5R)-(+)-Neomenthol C10H20O 18.75±1.15
42.146 89 Myristyl myristate C28H56O2 13.67±1.17
43.590 88 Lauryl myristate C26H52O2 8.80±0.49
45.289 87 Cetyl myristate C30H60O2 15.76±0.49
47.308 88 Stearyl stearate C36H72O2 4.01±0.02
49.740 88 Cetyl palmitate C32H64O2 4.92±0.24

Notes. The data is shown in the means followed by the standard deviation (n=2)
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DISCUSSION

Growth and Biomass of Euglena sp.

In this study, we presented the effect of BL on improving the growth rate and metabolic 
content in Euglena sp., where the lowest concentration gave the best result (0.05 mg/L BL) 
at the end of cultivation. Bajguz and Czerpak (1998) reported that a lower concentration 
of BRs gave insignificant results, while a higher concentration gave inhibition effects. 
Brassinolide affected the growth rate of Euglena sp. by increasing the cell number; this 
result was indicated by cell density. The promotion of cell numbers depends on the cell 
division process. Brassinolide addition promotes cell division by up-regulating the CyD3, a 
cyclin-dependent kinase (CDK) family, which has a role in the division of eukaryotic cells 
(Hu et al., 2000). Bajguz and Czerpak (1998) and Kozlova et al. (2017) demonstrated a 
similar result in improving cell numbers by adding BL. According to this result, adding BL 
could promote Euglena sp.'s growth rate. However, the difference between 0 mg/L BL and 
0.05 mg/L BL was slightly different and less than the given impact of other phytohormones 
in Euglena sp., such as indole-3-acetic acid (IAA), which greatly enhanced the growth 
rate of Euglena sp. (Hakim et al., 2023). The life cycle of Euglena was varying. Patil et 
al. (2024) showed that on the tenth day of cultivation, the culture of Euglena entered the 
stationary phase. A similar result was shown in research by Erfianti et al. (2024) that the 
tenth day of Euglena cultivation undergoes the stationary phase. Moreover, Jung et al. 
(2021) exhibited Euglena's earlier late exponential phase, which was the seventh day of 
cultivation. It was indicated that the life cycle of Euglena was varying, and in this research, 
the presence of BL could not change the life cycle of Euglena but enhance the cell division 
during the cultivation process.

The cell biomass increased during the cultivation process. Cell biomass production is 
affected by the presence of BL through photosynthesis. BL could promote the photosynthesis 
process by affecting the pigment, photosynthesis rate, and fixation of CO2. Singh et al. 
(2016) showed that the high photosynthesis rate resulted in a high accumulation of biomass. 
As a result of the high photosynthesis rate, the product of photosynthesis remains high and 
supports the cell development marked by the cell biomass. The cell biomass was positively 
correlated with the cell concentration (Lim et al., 2022). This was similar to this research, 
showing the improvement of cell concentration followed by the cell biomass.

The growth kinetic modeling was carried out to illustrate the suitable growth model 
for Euglena sp. under BL treatment. Gompertz and Logistic models, which are commonly 
used to demonstrate the growth kinetic model in microorganisms, especially in microalgae 
(Erfianti et al., 2023; Naser et al., 2023; Širi´c et al., 2023), were employed in this study. The 
R2 value obtained from both models described how appropriate those models represented 
the data (Ajala & Alexander, 2020). For instance, the growth kinetic model of C. vulgaris 
performed extensively with an R2 value of more than 0.98 in the Gompertz and Logistic 
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model (Kothari et al., 2023). According to the R2 value, the Gompertz model is more 
appropriate to demonstrate Euglena sp.'s growth rate under BL treatment. Gompertz’s 
model showed the rm value, which corresponds to biomass production. Moreover, the tL 
value also extensively describes the lag phase based on the cell density; for instance, in 
0.05 mg/L, BL has the highest value of tL, which means the time needed by the cell to 
continuously in log phase, and this result was appropriate with a growth curve that shows 
the time of lag phase is longer than other treatments. 

Morphology Distribution of Euglena sp.

Cell elongation was one effect resulting from the presence of BL through the BL mechanism 
signaling process (Yang et al., 2011). Mumtaz et al. (2022) revealed that the absence of 
BL in tomato abs 1 mutant generated the smaller fruit size, which means the presence of 
BL was needed to avoid the dwarfism in tomato plants that caused the smaller fruit size. 
The role of BL in promoting cell elongation was also presented in Yayao (gourd cultivar) 
seeds grown at salt-stress conditions (Liu et al., 2023). In addition, the same result of BL 
in promoting cell elongation was shown in the sesame cultivar (Nasser & Sarhan, 2023). 
Besides BL promoting cell elongation through regular mechanisms described by Muller and 
Munne-Bosch (2021), BL could encourage the elongation of cells by interacting with some 
hormones. Improvement of D18/GAox-2 gene transcription exhibited under the presence of 
BL (Tong et al., 2014). The D18/GAox-2 gene was a family gene in gibberellic acid (GA3), 
which has a role in the elongation of plant cells. The mechanism of how BL promotes cell 
elongation has not been well-observed. However, the mechanism of BL promoting cell 
elongation in plants illustrated how BL works. BL probably promoted cell elongation in 
Euglena by interacting with the GA3, which could promote cell elongation in plant cells 
(Figure 3). Thus, it indicates that BL could promote cell elongation in Euglena sp.

Primary Metabolites Content of Euglena sp.

The primary metabolites had similar results to previous studies that revealed a significant 
improvement in primary metabolites. Research by Bajguz and Czerpak (1998) demonstrated 
the improvement of monosaccharides in C. vulgaris. As a result of the photosynthesis 
process, carbohydrates play crucial roles in cell activity in the case of energy supply. In 
photosynthesis, BL had a positive effect in light and dark cycles. The depletion of some 
carbohydrates resulted in the photosynthesis process, which would be converted into lipids, 
which is affected by some factors. A stressful environment could trigger lipid accumulation, 
for instance, lightning and CO2 stress, nutrient modification, cultivation process, and 
chemical addition (Song et al., 2022). Moreover, Huang et al. (2022) reported that adding 
a phytohormone combination (GA3, IAA, and BL) with turbulence intensity improved 
lipid content in S. quadricauda. Improvement in lipid content under BL was also found 
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at S. quadricauda, both at BL and epi-brassinolid (EBL) addition (Kozlova et al., 2017). 
Additionally, Pokotylo et al. (2014) and Liu et al. (2018) showed improved lipid content 
under BL treatment in a stressful environment. 

Adding BL induced the related genes from Euglena sp. as a response to BL and affected 
the improvement of transcription and translation in Euglena sp. The presence of BL was 
verified to enhance the genetic material, DNA and RNA in C. vulgaris, improving protein 
level by up to 296% (Bajguz, 2000). In addition, a similar result was also performed in 
Wolffia arrhiza, showing that protein levels were elevated by about 25% (Chmur & Bajguz, 
2021). Moreover, free amino acids and soluble protein improvement were performed under 
BL treatment on Pinnela ternate (Guo et al., 2022), showing that BL could affect protein 
levels. 

All the primary metabolites, including carbohydrates, lipids, and proteins, were 
significantly enhanced under the presence of BL. This result was similar to cell growth and 
cell biomass, which significantly improved. In this result, BL is enhanced in photosynthesis, 
resulting in a high accumulation of glucose that will break down into some metabolites, 
such as lipids. In addition, the protein content is elevated by cell response, DNA and RNA 
under BL. Further analysis of the effect of BL in the photosynthesis process completely 
describes pigment content. 

Pigment Content on Euglena sp.

Brassinolide's role in regulating chlorophyll synthesis, a process it tends to suppress, 
has significant implications. Tachibana et al. (2022) demonstrated this, reporting that the 
BRASSINOZOLE insensitive mutant 1 in Arabidopsis exhibited a light-green leaf color. 
Intriguingly, the Arabidopsis BRASSINOLIDE insensitive mutant 1 showed a dark green 
leaf morphology and high chlorophyll content (Zhang et al., 2021). Even in the presence 
of BL, chlorophyll biosynthesis was suppressed, but BL could also promote chlorophyll 
biosynthesis by interacting with certain phytohormones. The addition of exogenous BL 
was found to induce GA3 synthesis (Peres et al., 2019). Furthermore, the mutation in 
tomato abs 1 led to a lower expression of GA20ox1, GA3 gene, and chlorophyll genes 
(Mumtaz et al., 2020). The role of GA3 in improving chlorophyll content was found to 
have a significant effect (Khandaker et al., 2015; Iftikhar et al., 2019). Additionally, BL 
was found to interact with cytokinin (CK), further enhancing chlorophyll content (Bajguz 
& Potrowska-Niczyporuk, 2014; Peres et al., 2019).

The addition of BL did not improve pigment content but improved photosystem II 
(PSII) efficiency and CO2 assimilation. PSII efficiency increased after the addition of BL, 
even in normal and stressful conditions, and enhanced net photosynthesis (Yuan et al., 
2012; Ma & Guo, 2014; Lima & Lobato, 2017; Zhao et al., 2019; Liu et al., 2022; Sun et 
al., 2022; Liu et al., 2023). The high chlorophyll b content indicated the stress condition 
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and caused the lower ratio of chlorophyll a/b (Yuan et al., 2012). Overexpression of 
chlorophyllide an oxygenase (CAO) affected the reduction of chlorophyll a because the 
chlorophyll a converted into chlorophyll b, causing the depletion of chlorophyll a/b ratio but 
enlarging the antenna size (Tanaka et al., 2014). Furthermore, photosynthetically effective 
radiation (PAR) had a crucial role in the ratio of chlorophyll a/b (Kume et al., 2018). In 
a similar study, Amelia et al. (2023) found that light shade adaptation to light intensity 
exhibited lower chlorophyll a, supporting our findings. Following this research, adding a 
lower concentration of BL probably promotes Euglena sp. to respond in cell adaptation 
to light by regulating the CAO activity and improving the PSII efficiency. Because of 
this, net photosynthesis increased and was marked by high biomass accumulation (Yuan 
et al., 2012). Moreover, the accumulation of primary metabolites was high under lower 
BL treatment, affecting photosynthesis. At the same time, high photosynthesis activity 
will produce more glucose than used to, for example, lipid biosynthesis (Li et al., 2020).

Assimilation of CO2 was assumed to improve the chlorophyll content by an unknown 
mechanism - BL addition has proven to enhance CO2 assimilation (Yuan et al., 2012; Bajguz 
& Potrowska-Niczyporuk, 2014). Xia et al. (2009) showed the improvement of six genes 
related to carbon fixation by the addition of EBL and improved the maximum Rubisco 
carboxylation rate (Vcmax) and maximum RuBP regeneration rate (Jmax). A similar result was 
presented on maize seedlings added by EBL that up-regulates eight genes that worked on 
the dark cycle of photosynthesis (Gao et al., 2021). The great Rubisco activity illustrated 
that the CO2 absorption elevated and produced glucose as the main product of the dark 
cycle. Consequently, carbohydrate content in this research reached a significant result at 
0.05 mg/L BL treatment. A similar result was shown in W. arrhiza, where monosaccharides 
were elevated under BL addition (Chmur & Bajguz, 2021).

Paramylon Content of Euglena sp.

Paramylon, the energy storage from Euglena sp., is formed in granules composed of β-1,3-
glucan (Zakryś et al., 2017), catalyzed by paramylon synthase (β-1,3-glucan synthase or 
callose synthase) from uridin diphosphate (UDP) (Marechal & Goldemberg, 1964; Yoshida 
et al., 2016). Production of paramylon reached the highest content at the late exponential 
phase, remained constant, and tended to decrease while entering the stationary and death 
phases (Kim et al., 2019). Thus, the analysis of paramylons is conducted at the late 
exponential phase, which is the ninth day before the wax fermentation process and at the 
twelfth day after the wax fermentation process. The addition of phytohormones into Euglena 
culture has been found to play a crucial role in increasing the production of paramylon. This 
intriguing phenomenon was observed in a study by Kim et al. (2019), where the production 
of IAA by bacteria significantly enhanced paramylon production. Furthermore, this study 
also revealed that BL promotes the production of paramylon under low concentrations. As 
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mentioned earlier, a lower concentration of BL significantly increased the protein content. 
This may correlate with paramylon production in Euglena sp. by regulating gene-coded 
protein (enzyme) that works in the biosynthesis of paramylon. 

Wax Ester of Euglena sp.

Fermentation was conducted to produce wax ester through a mechanism described by 
Inui et al. (2017). After the fermentation process, the depletion of biomass and paramylon 
content occurred in all treatments. This result was similar to Jung et al. (2021) in that the 
depletion of both parameters occurred after fermentation and increased in fatty acid, rich 
in 14 carbon chains (myristic acid), which is useful for biofuel. Moreover, Padermshoke et 
al. (2016) and Ogawa et al. (2022) showed the domination of 28 carbon chains (myristyl 
myristate) after wax fermentation. According to this result, the wax ester on BL treatment 
showed lower wax ester content than the control treatment.

On the other hand, the presence of neomenthol (a cyclic monoterpene) in BL treatment 
remained high. This is significant as terpenoids are synthesized through the mevalonate acid 
(MEV) pathway and methylerythritol phosphate (MEP) pathway (Harrewijin et al., 2000; 
Kang & Lee, 2016). The formation of monoterpenoids and their subsequent conversion 
into neomenthol, as described by Croteau et al. (2005), is a key process. Chizzola et al. 
(2004) demonstrated the presence of a menthol derivative after fermenting the Thuja 
orientalis into a rusteic system. Moreover, BL plays a pivotal role in the stress environment 
response by regulating the stress defense mechanism, whether enzymatic or non-enzymatic 
(Vardhini & Anjum, 2015). Dark hypoxia, a stress condition, may induce the stress defense 
mechanism in Euglena sp. The presence of BL probably affected Euglena by stimulating 
the stress defense mechanism. The change in cell morphology, particularly the drastic shift 
to a spherical shape at 0.05 mg/L BL compared to 0 mg/L BL after fermentation, may be 
correlated with this result. Consequently, the lower wax ester content on BL treatment 
was likely due to neomenthol, which uses the same substrate as wax ester during the 
fermentation process as a stress defense mechanism generated by the presence of BL under 
dark hypoxia conditions.

CONCLUSION

Adding BL has a positive effect on Euglena sp., especially in terms of growth rate, 
primary metabolite, and pigment content. The positive result was shown at lower BL 
concentration, whether high concentration tends to give a contrast result. Moreover, BL 
also promoted cell elongation on Euglena sp. After wax fermentation, the BL treatment 
showed a contrasting result, which produced lower wax ester content. This improvement 
made BL one of the chemical stimulators that enhance the productivity of Euglena sp. as a 
candidate for alternative natural resources. Research about the effect of BL in Euglena sp. 
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remained rare and has yet to be studied. As a result, advanced research on the BL mechanism 
affecting Euglena sp.'s growth rate and metabolic content is still needed to give more 
precise information. 
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ABSTRACT
Neonatal sepsis is a severe systemic infection occurring within the first month of life and remains 
a significant cause of morbidity and mortality worldwide, particularly in low- and middle-income 
(LMICs). Despite advancements in medical care, challenges such as limited healthcare access and 
inadequate diagnostic capabilities persist. This study explores the impact of real-time data analytics 
on managing neonatal sepsis, highlighting its potential to enhance early detection, diagnosis, and 
treatment outcomes in neonatal intensive care units (NICUs) in LMICs. This study provides an 
architecture for continuously monitoring neonates using cardiopulmonary monitors and applying 
real-time analysis to identify sepsis onset. Data from eight infants were collected and analyzed, with 
each ECG signal recorded at 500 Hz, generating 36 to 126 million samples per channel. The study 
compared four Python packages for Heart Rate Variability (HRV) computation (NeuroKit2, HRV, 
HeartPy, Systole) based on features, computational efficiency, and ease of use. NeuroKit2 provided 
the most features but had the highest computational load, while Systole and HeartPy offered a balance 
of functionality and efficiency. The findings underscore the potential of real-time data analytics 
in improving neonatal sepsis management. Early diagnostic testing and advanced monitoring 
technologies can significantly enhance neonatal outcomes, particularly in resource-limited settings. 

These technological advancements align with 
Sustainable Development Goal Target 3.2 and 
underscore the need for continued research, 
policy support, and collaborative efforts to 
reduce neonatal mortality globally.

Keywords: Low- and middle-income countries, 
neonatal intensive care unit, neonatal mortality, 
neonatal sepsis, real-time data analytics, 
sustainable development goal 3.2
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INTRODUCTION

Neonate refers to a baby who is younger than four weeks old. Neonatal sepsis, characterized 
by systemic infection occurring within the first month of life, remains a critical healthcare 
challenge globally, particularly in low- and middle-income countries (LMICs). Despite 
advancements in medical care, neonatal sepsis continues to be a leading cause of morbidity 
and mortality among newborns. According to the World Health Organization (WHO, 2024) 
report, out of the 5 million deaths that occurred in the year 2022 in children under the age 
of five years globally, 2.3 million are neonates. In India, a significant proportion of child 
deaths under the age of five occur within the initial four weeks after birth. The Sustainable 
Development Goal (SDG) target 3.2 aims to reduce newborn mortality to 12 per 1,000 
live births by 2030 (WHO, 2024). Neonatal Intensive Care Units (NICUs) specialize in 
providing care for sick or premature neonates, with medical practitioners at NICUs having 
saved countless lives of neonates born ill or prematurely. The management of neonatal 
sepsis in these settings is often hindered by a myriad of factors, including limited access 
to healthcare facilities, shortages of skilled healthcare providers, inadequate diagnostic 
capabilities, and challenges in accessing and affording lifesaving interventions. However, 
diagnosing neonatal infection can be challenging due to the subtle clinical features and 
the underdeveloped immune system of newborns. Therefore, maintaining a high index 
of suspicion for neonatal diseases and conducting early diagnostic testing, even without 
apparent clinical signs, is crucial. 

A newborn’s immune system overreacting to an infection can result in neonatal 
sepsis, a potentially fatal illness that causes systemic inflammation and septic shock. This 
inflammatory reaction may impair the blood supply to essential organs, depriving them of 
the nutrition and oxygen that they require, which may result in organ failure and even death. 
After preterm birth and birth asphyxia, neonatal sepsis ranks third among the leading causes 
of newborn mortality and continues to pose a severe risk (WHO, 2024). In LMICs, where 
healthcare systems are often strained, and resources are limited, the management of neonatal 
sepsis presents unique challenges. Early identification and prompt treatment are essential for 
improving outcomes, yet many healthcare facilities in LMICs lack the necessary tools and 
infrastructure to facilitate timely diagnosis and intervention. In LMICs, where healthcare 
systems are often strained and resources are limited, the management of neonatal sepsis 
presents unique challenges (Procianoy & Silveira, 2020). Early identification and prompt 
treatment are essential for improving outcomes, yet many healthcare facilities in LMICs 
lack the tools and infrastructure to facilitate timely diagnosis and intervention. However, 
amidst these challenges, recent advancements in healthcare technology, particularly in the 
realm of data analytics, offer promising opportunities to revolutionize the management 
of neonatal sepsis in LMICs (Bohanon et al., 2015; Fairchild et al., 2013; Jathanna et al., 
2023; Khazaei et al., 2015; McGregor et al., 2012; Mithal et al., 2016; Moorman et al., 
2011; Quinten et al., 2017; Wee et al., 2020). 
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Clinical Risk Index for Babies (CRIB) II is a scoring system used to predict mortality 
risk in very low birth weight infants, combining birth weight, gestational age, and other 
clinical factors obtained during the first 12 hours of admission to the NICU (Parry et al., 
2003). Moorman et al. (2011) studied 3003 VLBW neonates in 9 NICU. The neonates 
were divided into two groups. The heart rate characteristics (HRC) of only one group were 
displayed to the clinicians. It was observed that the mortality rate reduced from 10.2% to 
8.1% in the group whose HRC was displayed. This study indicates the importance of HRC 
in the NICU. SNAPPE-II (Score for Neonatal Acute Physiology with Perinatal Extension-
II) is used to determine the severity of disease and identify the risk of fatality in neonates 
admitted to NICU. The score estimates the health state of the neonate by considering 
both perinatal and physiological parameters. Neonates with higher SNAPPE-II scores are 
susceptible to sepsis due to their compromised health condition (Harsha, 2015).

Fairchild et al. (2013) developed a monitor that analyses ECG and HRC for patterns 
to predict sepsis at an early stage. The algorithm calculates the heart rate observations 
(HeRO) score using standard duration on heartbeat interval, sample asymmetry and entropy. 
Sample asymmetry measures the skewing of heart rate, and sample entropy measures the 
irregularity of heart rate. The algorithm uses logistic regression to predict the probability of 
sepsis in the next 24 hours. HeRO score is calculated instantaneously but displayed hourly 
on the monitor. The proposed system requires investing in separate hardware devices. 
Further, clinical decision support could be improved by using other clinical factors. Iqbal 
et al. (2024) used machine learning (ML) models to predict culture-positive sepsis (CPS) 
and clinical sepsis (CNS) in neonates using a dataset of 90 essential variables. The study 
concluded that Random Forest (RF) and Bagging algorithms outperformed in predicting 
CPS and CNS, with RF achieving an accuracy of 98.4% and  ROC of 0.994. Tachycardia, 
bradycardia, and the presence of a central line catheter were identified as predictors of CPS.

Khazaei et al. (2015) designed and developed an Artemis framework to acquire and 
store physiological and clinical data for real-time analytics and visual representation. The 
authors use cloud services to collect and integrate data from various healthcare services. 
Data from various patients and devices can be concurrently streamed and analyzed using 
temporal analysis. The system uses variables that decide the length of stay, such as features 
of gestation age and probabilities of condition onset. The system has been deployed in 
McMaster Children’s Hospital, Canada and is being used by researchers to work on various 
infections in neonates, including sepsis. However, the proposed system requires devices 
that capture physiological data to output their data for collection through an Ethernet and/
or serial port. Even if the current setup has devices that can output data through required 
ports, the hospitals may not be willing to allow external devices to connect to the existing 
devices. The other limitation is that the proposed framework uses proprietary software.

Mansoor et al. (2019) proposed a Modified Sick Neonatal Score (MSNS) tailored for 
resource-limited settings through a study conducted in India involving 585 neonates. It 
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assesses disease severity at admission and shows statistically significant score differences 
between surviving and deceased neonates, with a cutoff score of ≤10 being highly predictive 
of mortality. This suggests that MSNS is a viable tool for evaluating neonatal disease 
severity in settings lacking advanced diagnostics, potentially guiding early interventions 
and referrals to higher-tier care facilities. Shirwaikar et al. (2015) used supervised ML 
techniques for the diagnosis of neonatal diseases. They found that the ensemble technique 
has better predictive power than the Support Vector Machine (SVM), decision trees, and 
neural networks.

Lipton et al. (2016) used RNN with long short-term memory (LSTM) to identify 
patterns in a multivariate time series of observations obtained from the intensive care unit 
(ICU). For the study, an anonymized clinical time series extracted from the EHR system 
at Children’s Hospital, LA, of 10,401 NICU visits. They trained a model to classify 128 
diagnoses given 13 frequently but irregularly sampled clinical measurements. The 13 
variables were diastolic and systolic blood pressure, peripheral capillary refill rate, end-tidal 
CO2, fraction of inspired O2, glascow coma scale, blood glucose, heart rate, pH, respiratory 
rate, blood oxygen saturation, body temperature, and urine output. Episodes vary in length 
from 12 hours to several months. Their results indicate that LSTM RNNs, especially with 
target replication, can successfully classify diagnoses of critical care patients given clinical 
time series data.

Mithal et al. (2016) proposed an algorithm called RALIS that uses physiological 
parameters to detect sepsis in neonates approximately 2.5 days prior to the blood tests. 
The algorithm uses heart rate, respiratory rate, body temperature and weight, desaturations 
(<85%) and bradycardias (<100 beats per minute) to arrive at a score between 0 to 10. Any 
score above 5 for 6 hours was considered critical. The algorithm could correctly identify 
sepsis in 28 out of 34 cases of proven sepsis. The limitation of RALIS is that it falsely 
identified one out of four neonates to have sepsis, which is a critical concern as it results in 
the overuse of antibiotics. Iqbal et al. (2023) developed an ML model to predict the mortality 
of neonates using non-invasive vital sign data, as well as maternal and neonatal attributes 
using the WEKA tool. The study reviewed 388 neonates diagnosed with neonatal sepsis 
over five-years. The mortality rate was 39.6% (n = 154). The study used the "OneR attribute 
evaluation" method for feature selection, which identified several significant attributes, 
including birth weight, gestational age, and mode of delivery. The model performed well 
using the Logistic Regression algorithm, with an accuracy of 88.4% and a ROC of 0.906.

Joshi et al. (2020). Researchers combined features derived from Heart Rate Variability 
(HRV), breathing patterns, and estimated infant movement in preterm infants to improve 
the accuracy of sepsis prediction compared to using a single measure. This suggests that 
monitoring changes like abnormal heart rate patterns, irregular breathing, and decreased 
movement, all captured through readily available physiological data, could be a valuable 
tool for the early detection of sepsis in newborns.
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Leon et al. (2021) explored the use of HRV analysis with visibility graphs to predict 
LOS in premature infants. Researchers compared HRV data from infants who developed 
LOS (receiving antibiotics) to a control group. ML analysis incorporating visibility graph 
features achieved an accuracy of 87.7% (AUROC) in predicting LOS as early as 42 hours 
before antibiotics, suggesting its potential as a non-invasive tool for early detection and 
improved outcomes. However, further research with larger studies is needed to confirm 
these findings. Rao et al. (2024) presented a systematic literature review of predictive 
analytics methods for early diagnosis of neonatal sepsis, highlighting their potential to 
improve healthcare management. The study reviews 16 studies between 2014 and 2024, 
including prospective and retrospective data, and utilizing various predictive modeling 
techniques, such as ML and Deep Learning (DL). The study concluded that ML algorithms 
have high effectiveness in predicting neonatal sepsis and have the potential to improve the 
early diagnosis of neonatal sepsis.

McAdams et al. (2022) have used a classification stacking model to predict four main 
neonatal diseases: sepsis, birth asphyxia, necrotizing enterocolitis (NEC), and respiratory 
distress syndrome, which together account for 75% of neonatal deaths. The dataset was 
collected from Asella Comprehensive Hospital between 2018 and 2021. Comparisons were 
made with three other ML models (Xtreme Gradient Boosting, Random Forest, and SVM), 
and the developed stacking model demonstrated superior performance. The findings suggest 
that ML can significantly contribute to early detection and accurate diagnosis of neonatal 
diseases, particularly in resource-limited healthcare facilities. Zeigler et al. (2023) explored 
the efficacy of the HeRO score and neonatal sequential organ failure assessment(nSOFA) 
in predicting sepsis and mortality among very low birth weight infants. From 2011 to 
2019 data, the study reveals that the HeRO score can serve as an early alert for late-onset 
sepsis, while the nSOFA score, especially when assessed 12 hours after a blood culture, 
accurately predicts mortality. This suggests that leveraging both HeRO and nSOFA scores 
could significantly improve clinical outcomes for these infants.

A heart rate that is complicated and continually changing indicates good health. Various 
algorithms have been proposed to calculate the HRV from raw ECG signals. Time domain 
indices use variance in time intervals between consecutive heartbeats to quantify the HRV. 
The frequency domain uses power distribution among four bands to compute HRV. The 
non-linear domain appropriately describes the unpredictability of a time series (Chiera et 
al., 2020; Wee et al., 2020). HRV has become an easy-to-capture and dependable marker 
for the early identification of many diseases and abnormalities in neonates, including sepsis. 
Despite its promising clinical applications, HRV remains underutilized in the NICU (Chiera 
et al., 2020). This gap between research and practice can be attributed to a confluence of 
factors, impacting the implementation of this potentially valuable tool for monitoring and 
managing the delicate health of premature and sick neonates:
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 • Lack of Standardized Protocols: Variations in electrode placement, recording duration, 
signal processing techniques, and chosen analysis parameters significantly impact 
HRV measurements, making data interpretation and comparisons across studies and 
clinical settings challenging. Establishing reliable clinical benchmarks and translating 
research findings into practice necessitates the development of consensus guidelines 
encompassing best practices for data acquisition, analysis, and reporting (Latremouille 
et al., 2021).

 • Lack of Normative Data: A limited amount of normative data is available for HRV 
parameters in neonates, particularly for preterm and sick infants. This makes it 
challenging to establish reference ranges and interpret HRV values accurately (Chiera 
et al., 2020; Kurul et al., 2022).

 • Dynamic HRV Patterns in Early Life: A newborn’s nervous system is still developing, 
especially an autonomic nervous system that controls heart rate. This ongoing 
maturation process causes rapid shifts in HRV patterns during the first few weeks 
and months. Because HRV is constantly changing, interpreting individual results 
and setting reference ranges becomes trickier in this early stage (Chiera et al., 2020; 
Patural et al., 2022).

 • Influence of external factors: HRV assessment in neonates can be influenced by various 
external factors, such as sleep-wake cycles, feeding patterns, and environmental stimuli 
like loud noises or uncomfortable temperatures. Controlling these factors can be 
challenging, leading to potential confounding effects on HRV measurements (Chiera 
et al., 2020; Statello et al., 2021).

 • Practical Implementation Challenges: The specialized equipment, software, 
personnel training, data storage, and management systems required for accurate HRV 
measurement and analysis can be expensive, particularly for NICU units with limited 
resources (Arslantas & Ozdemir, 2020; McGregor et al., 2012; Moorman et al., 2011; 
Ranjit & Kissoon, 2021; Statello et al., 2021).

Real-time data analytics, powered by advances in digital health platforms, electronic 
health records (EHRs), and mobile health technologies, enable healthcare providers to 
collect, analyze, and act upon clinical data in real time. By leveraging these technologies, 
healthcare providers can rapidly identify and respond to cases of neonatal sepsis, improve 
diagnostic accuracy, optimize treatment strategies, and ultimately reduce newborn 
morbidity and mortality rates. This paper aims to explore the transformative impact of 
real-time data analytics on neonatal sepsis management, shedding light on its potential 
to revolutionize healthcare delivery and outcomes for newborns in LMICs and beyond. 
Based on the literature review, it is evident that there is a need for a real-time data capture, 
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storage, and processing system in NICU that uses the existing setup and does not require 
a huge investment in proprietary software or hardware.

MATERIALS AND METHODS

Study Setting

This study was conducted at the NICU of Kasturba Hospital, Manipal, Karnataka, India. 
Ethical approval was obtained from the Institutional Ethics Committee (IEC: 350/2018) 
of Kasturba Hospital. Each infant admitted to the NICU at Kasturba Hospital underwent 
continuous monitoring using a Philips Intellivue MP 20/30 cardiopulmonary monitor. This 
monitoring device employs electrodes attached to the infant to measure vital parameters, 
including heart activity, blood oxygen saturation (O2 sat), blood pressure, and respiratory 
rate. The cardiopulmonary monitors from various beds were interconnected to a central 
monitoring system (M3140 Low Acuity Information Center, CPQ0A80 HP RP5700 
Business System), facilitating simultaneous data display from different beds, as depicted 
in Figure 1. To ensure patient confidentiality, the collected data were de-identified in 
accordance with the Health Insurance Portability and Accountability Act (HIPAA) 
guidelines before integration into the newly proposed NICU database. Adhering to the 
safe harbor method outlined in the HIPAA Privacy Rule guidelines, specific identifiers that 
could potentially reveal an individual’s identity, such as names, addresses, dates of birth, 

Figure 1. Overall architecture
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admission dates, contact information, and unique identifiers, were removed or de-identified 
from the dataset. This meticulous de-identification process effectively mitigated the risk 
of unintentional disclosure of protected health information, safeguarding patient privacy 
and ensuring compliance with HIPAA regulations (Moore & Frye, 2019).

Data Capture and Decoding

Figure 2. Data capture

Cardiopulmonary monitors from various 
beds connect to the central monitoring 
system through an ethernet switch using 
the LAN interface. The capture device will 
replace the central monitoring system. The 
capture device is a Windows 10 PC with 
a capture service, upload service, and an 
influxdb time-series database, as shown in 
Figure 2.

The capture service is a Windows service 
written in C# programming language that 
communicates with monitors and processes 
and stores data in the influxdb database. The 
Windows service extends VSCaptureMP 
(Karippacheril & Ho, 2013), a high-fidelity 
datalogging software platform. The monitors 
communicate using the Universal Datagram 
Protocol/Internet Protocol (UDP/IP). All 
the monitors periodically broadcasted the 
connection indication messages with device information through the UDP port 24005 until 
a central monitoring system established a logical connection. The connection indication 
message also contains a UDP port (default is 24105) that the protocol will use for further 
communication. The capture device will receive this connection indication message and 
respond with the association request, as shown in Figure 3. The monitor responds with 
an association response indicating whether the association was successful. In the case of 
a successful association, the monitor sends a medical device system (MDS) message to 
create an event with system information and configuration. After successful association, the 
capture device sends poll data requests for numeric and wave data. The monitor responds 
with the requested data. The association release request is sent from the capture device 
whenever the association needs to be closed.

The capture device decodes the data received using the steps shown in Figure 4. The 
data received are first validated to ensure that they only contain hexadecimal characters. 
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Once validated, the data is converted to an 8-bit unsigned integer. The session_id is present 
in the first two bytes, and if it has a fixed value of 0xE100, then the packet contains data 
export commands. The frame length is at the 6th and 7th bytes. The remote operation (RO) 
and the command types start at the 4th and 10th bytes, respectively. The packet contains 
physiological data if the RO type is 1 or 2 and the command type is 0. The following 
14 bytes are skipped, and the rest of the packet is traversed to find either physiological 
numeric or wave keys. There are 932 and 47 physiological numeric and wave keys, 
respectively (Philips, 2015). The developed software only captures and displays the values 
of the physiological keys mentioned in Table 1, which are essential for detecting sepsis. 
The data includes the measurement state, the unit code and the value. The capture device 
creates a JSON object with physiological parameter values and sends it to the web server 
using representational state transfer (ReST) API calls. The web server receives the data 
and stores it in the database. For real-time monitoring, the web server features a web page 
designed to display the data in real time. Using JavaScript’s setTimeout function, the web 
page periodically initiates ReST API calls to the server for continuous updates of current 
values. Moreover, incorporating the requestAnimationFrame method signals the browser 
to prepare for an animation update prior to the next repaint, optimizing the user’s visual 
experience.

Figure 3. Protocol dialog between philips intellivue monitor and capture device
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Figure 4. Data decoding



1377Pertanika J. Sci. & Technol. 33 (3): 1367 - 1385 (2025)

Comparative Evaluation of Heart Rate Variability Analysis Tool

The upload service is a Windows service written in the C# programming language 
to periodically retrieve data from the influxdb database and upload it to the web server 
using the representational state transfer (ReST) API calls. The ReST API uses the Django 
framework and saves the physiological data in the MySQL database.

Table 1 
Physiological ID with units

Physiological Id Description Units
0X4BB8 Arterial Oxygen Saturation (SpO2) Percentage
0X4822 Pulse rate Beats per minute
0X4182 Heart rate Beats per minute
0X500A Respiration rate Respiration per minute
0x0102 ECG Lead II Milli-volt

Data Mapping

Other necessary information on neonates, such as maternal data, radiographic findings, 
and laboratory data from the current hospital information system, is pre-processed, de-
identified, and mapped to bedside data before being integrated into the NICU database. A 
website with two web pages was developed to ease the mapping. The first webpage shows 
the list of bedside monitors from which data were not received for 30 minutes, indicating 
that the baby on the bed may have changed. A waiting time of 30 minutes is proposed to 
rule out device errors.

The mapping is performed by clicking the ‘map’ button, which opens the web page 
shown in Figure 5. Details such as the reason for not receiving data and the new patient ID 
must be entered. The reason for not receiving data can be a device error, a shift because of 

Figure 5. Webpage to map bed to baby
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sepsis, a shift to another bed or discharge from the NICU. The stakeholders can view real-
time physiological data of all neonates using the responsive website, which was developed 
using the Django framework. Historical physiological data and various neonatal scores of 
the selected neonates are displayed after they click the cell for a particular bed.

The major challenge in storing data from monitors in the NICU is the generation of 
high-frequency ECG data for each neonate. The ECG data can be stored as they are or 
can be compressed (Jha & Kolekar, 2022). In this study, ECG data were stored without 
compression. We compared and evaluated four popular Python packages used for computing 
HRVs from ECG signals, such as Neurokit2 (Makowski et al., 2021), HRV (Bartels & 
Peçanha, 2020), HeartPy (van Gent et al., 2019) and Systole (Legrand & Allen, 2022). The 
comparison focused on assessing the performance, dependencies, memory consumption, 
and ease of use of packages. The goal was to provide insights into the strengths and 
limitations of each package, enabling researchers and developers to make informed choices 
when selecting the appropriate tool for their HRV analysis needs.

Real-time Risk Stratification

The physiological data from the capturing device is analyzed in real time using predictive 
models to detect the onset of complications. Neonates will be scored using various scoring 
schemes, such as CRIB II (Parry et al., 2003), SIRS (Poggi et al., 2023), SNAPPE-II 
(Harsha, 2015), MSNS (Mansoor et al., 2019) and nSOFA (Berka et al., 2022). If the score 
crosses the permissible limit, appropriate stakeholders will be notified through an alert 
notification system.

Authentication and Authorization

All the data in the NICU database can only be accessed with proper credentials. 
Authentication determines whether a user can access the data. The authorization will 
control what part of the information the user can access.

Retrospective Analysis

Researchers can use the data collected in the NICU database for retrospective analysis 
with proper consent from Kasturba Hospital's ethical committee. With the committee's 
approval, credentials with appropriate permission will be created.

RESULTS AND DISCUSSION

Data from eight infants depicted in Table 2 was collected using a single-channel 
electrocardiogram (ECG) signal from a 3-lead ECG setup on bedside patient monitors (Gee 
et al., 2017; Goldberger et al., 2000). Each ECG signal was recorded at a sampling rate 
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of 500 Hz, resulting in 500 data points per second. The recording durations ranged from 
approximately 20 to 70 hours per infant, resulting in a data volume of 36 million to 126 
million samples per channel. A 10-minute segment of each ECG recording (600 seconds) 
was extracted, resulting in 300,000 data points per baby used for HRV computation. The 
study assessed computational efficiency by measuring the average time taken and the 
average number of function calls during the HRV calculation process on the 10-minute 
data samples.

Table 2 
Summary of dataset

Subject Weight (kg) Postconceptional Age (weeks)
Infant 1 1.76 30.71
Infant 2 1.71 30.71
Infant 3 0.84 30.14
Infant 4 1.14 30.14
Infant 5 1.11 30.14
Infant 6 2.10 32.43
Infant 7 1.23 30.57
Infant 8 1.90 34.29

The computational efficiency of various Python packages for HRV calculation was 
evaluated by comparing the number of features each package offers, as illustrated in 
Figure 6(a). NeuroKit2 stands out with the highest number of features, offering a total of 
89 features. This extensive functionality makes it a comprehensive tool for HRV analysis 
but may also contribute to longer processing times and higher computational demands. In 
contrast, the HRV package offers the fewest features, with only 7, suggesting that it may be 
suitable for simpler HRV analysis tasks where computational efficiency is prioritized over 
the range of available features. HeartPy provides a moderate number of features, with 23 
indicating that it can deliver efficient performance while still offering a reasonable range of 
HRV analysis capabilities. Similarly, Systole provides 32 features, balancing computational 
efficiency and the breadth of HRV analysis functionalities.

Further analysis of the packages included the number of function calls and primitive 
calls, as shown in Figures 6(b) and 6(c). NeuroKit2 again showed the highest computational 
load, with 5,952,381 function calls and 5,754,083 primitive calls. The HRV package showed 
significantly fewer function calls at 2,400,222 and 2,400,218 primitive calls. HeartPy 
demonstrated much lower values, with 60,740 function calls and 60,651 primitive calls, 
reflecting its more efficient performance. Systole also showed superior computational 
efficiency, with 35,208 function calls and 34,803 primitive calls.

NeuroKit2 is the most popular package, with 862 stars, reflecting its extensive 
community support and usage. HeartPy follows with 689 stars, indicating significant 
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popularity. The HRV package has 160 stars, and Systole has 55 stars, showing relatively 
lower popularity, as depicted in Figure 6(d). The number of required packages for each tool 
varies, with NeuroKit2 requiring the most dependencies (862), HeartPy (689), HRV (160), 
and Systole (55), as seen in Figure 6(e). This indicates the complexity and potential setup 
effort needed for each package. The time taken for HRV computation was also measured, 
with NeuroKit2 taking the longest at 4.94 seconds. The HRV package took 2.28 seconds, 
HeartPy took 0.8 seconds, and Systole was the fastest, taking only 0.6 seconds as seen in 
Figure 6(f). This highlights the differences in computational efficiency among the packages, 
with Systole and HeartPy being the most efficient, followed by HRV. Then, NeuroKit2 is 
the least efficient in terms of time taken. In summary, NeuroKit2, despite its comprehensive 
functionality and popularity, requires a significant number of dependencies, potentially 
complicating its setup and use. HeartPy and Systole offer a balance of popularity and 
manageable dependency requirements, making them more accessible. The HRV package, 
while less popular, has the least number of dependencies, simplifying its installation and 
use. This evaluation helps in selecting the most suitable Python package for HRV calculation 
based on the specific needs and constraints of the study.

Figure 6. Comparison of various python packages (a) Number of features (b) Function calls (c) Primitive 
calls (d) Stars in GitHub (e) Required packages (f) Time Taken (in milliseconds)

CONCLUSION

Based on the findings of this study, neonatal mortality, mainly due to conditions such as 
neonatal sepsis, remains a significant global health challenge. As we navigate through 



1381Pertanika J. Sci. & Technol. 33 (3): 1367 - 1385 (2025)

Comparative Evaluation of Heart Rate Variability Analysis Tool

the complexities of neonatal care, particularly in the context of India, where a substantial 
proportion of child deaths under five occur within the first month of life, the indispensable 
role of NICUs and advanced technological interventions comes to the forefront. In 
conclusion, this study sheds light on the critical challenges faced in reducing neonatal 
mortality and highlights promising pathways forged by technological and clinical 
advancements. Integrating real-time data analysis, predictive modeling, and comprehensive 
physiological monitoring presents hope for enhancing neonatal outcomes, particularly in 
LMICs. These innovations must be embraced and scaled up as we move forward, paving 
the way for a future where neonatal mortality is significantly reduced. In alignment 
with Sustainable Development Goal target 3.2, which aims to end preventable deaths of 
newborns and children under five years. Through collaborative efforts, continued research, 
and policy support, we can ensure that the most vulnerable populations receive the care 
and protection they need during the most critical phase of life.

Limitations of the Study

The primary limitation of this study lies in the inconsistency across the NICU infrastructures, 
which can affect the adaptability of systems in other settings. Variability in monitoring 
equipment, regulatory requirements, and IT resources across regions could also impede 
seamless integration, especially in under-resourced NICUs. Furthermore, the storage of 
high-frequency, uncompressed ECG data demands substantial computational and storage 
resources, limiting scalability. Reliance on specific hardware (e.g., Philips monitors) and 
software configurations also constrains generalizability, potentially requiring additional 
compatibility adjustments for broader implementation.

Future Directions and Recommendations

Future work could enhance the predictive accuracy of the system by adding various clinical 
parameters, such as maternal health data and laboratory biomarkers, to allow personalized 
risk assessments. Exploring other data compression techniques can also improve storage and 
affirm efficiency in data-intensive settings. Further research could evaluate emerging HRV 
analysis tools and ML methods for anomaly detection, broadening analytical capabilities. 
Finally, multi-site validation studies would help standardize protocols across diverse 
NICUs, facilitating larger-scale adoption and improving generalizability.
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ABSTRACT
A dam is a hydraulic structure built to achieve the Sustainable Development Goals (SDGs) and 
provide a safe and reliable water supply in a world where climate change is severe. This article 
provides a comprehensive review of the sustainability aspects of dams in terms of current issues 
and challenges in dam safety and factors causing dam failure based on the selected case studies. In 

addition, the selected dam safety guidelines are 
compared and addressed with the studied issues, 
challenges and factors leading to dam failure, 
as these two elements represent an integrated 
relationship. Future directions are identified to 
highlight high-risk scenarios and fascinating 
research areas for dam sustainability. The issues 
and challenges identified are mainly related to 
climate change impacts and operations. This 
study offers a wealth of benefits, such as the 
identification of factors leading to a failure 
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(hydrological impacts, geotechnical condition, geological characteristics and ageing of the structure), 
improvements in decision-making (shortened time scale) and important fundamental research (fluid-
structure interactions) for the modification of emergency plans and the development of early warning 
systems. In addition, the current study could provide a solid reference for accurate formulation 
and amendment of design standards, selection of reliable dam construction methods based on the 
factors of previous dam failures, and appropriate dam safety measures (monitoring and emergency 
response). In a nutshell, dam safety evaluation is crucial for the sustainability of dams, for accurate 
engineering decisions on regular maintenance measures and for protection against dam failures.

Keywords: Climate change, dam failure, dam safety, dam sustainability, failure factor

INTRODUCTION

The dam provides an alternative to clean hydropower for a continuous energy supply from 
an emission-free source, water. Dam infrastructures also serve as a solution to global water 
scarcity, severe droughts and flood mitigation. However, the constant stress of global climate 
change has significant disadvantages for these megastructures, particularly limited water 
storage capacity and structural ageing (Concha et al., 2023; Fluixá-Sanmartín et al., 2018; 
Islam et al., 2024; Lazin et al., 2023; Liu et al., 2022; Ma et al., 2024; Milly et al., 2002; 
Mortey et al., 2019; Sun et al., 2022). Climate change has caused hydro-geo-meteorological 
disasters such as earthquakes and extreme rainfall patterns (leading to flooding and flash 
floods) (Al-Fugara et al., 2023; Alcocer-Yamanaka et al., 2020; Hasan, 2015; Lee et al., 
2022; Wieland, 2016), as well as seasonal flooding and landslides triggered by debris 
flows (Bocchiola & Rosso, 2014; Carneiro et al., 2022; Chang et al., 2022; Hirabayashi 
et al., 2013; Hu & Huang, 2017; Lee et al., 2022; Milly et al., 2002; Saber et al., 2022). 
Soil erosion has led to a sedimentation problem in the downstream section of the dam 
(Bai et al., 2020; Kondolf & Yi, 2022; Saber et al., 2022). Therefore, a holistic integration 
of sustainable dam management, monitoring and surveillance approaches is equally 
important. The adverse effects of climate change are manageable. Continuous inspection, 
monitoring, and data analysis over a certain period guarantee the long-term viability of 
the infrastructure and provide a control plan for the early prevention of structural damage, 
which is crucial as part of the technical measures (Yavaşoğlu et al., 2018). This initiative 
is in line with the United Nations Sustainable Development Goals (SDGs): No. 6 (Clean 
Water and Sanitation) and No. 13 (Climate Action) (Jensen, 2022; SPANCOLD, 2017). 

The safety of dams has been an important issue for operators, engineers and 
policymakers around the world for several years, as it can harm socio-economic aspects. The 
sustainability of dams, especially the structural aspect, is crucial for the smooth operation 
of dams, operational safety, adequate maintenance and suggestions for short and long-
term emergency planning (Wieland, 2016). Safety has been an issue in the construction 
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of dams for almost half a century; for example several high-profile dam failures, such as 
the collapse of the 230-metre-high Oroville Dam in 2017 (France et al., 2018; Stelloh et 
al., 2017; White et al., 2019) and the concrete slab spillway-2 of the Toddbrook Dam in 
England during the flood in August 2019 (Heidarzadeh & Feizi, 2022). Another dam failure 
event is the collapse of the Niedów earth fill dam due to extreme rainfall and flooding 
in 2010 (Kostecki & Banasiak, 2021; Kostecki & Rędowicz, 2014). Several deficiencies 
were identified in the reported incidents: insufficient design capacity, substandard material, 
environmental aspects, hydraulic impact and geotechnical failure of the dam. Consequently, 
the development of future dams (design and construction) and renovation works should 
prioritise the amendment of design standards, real-time monitoring, on-site inspection and 
maintenance to meet current and future conditions. 

The spillway was built primarily to channel and control the flow of water from the 
reservoir into the downstream and lower reaches (Chanson, 1994). This structure should be 
operated efficiently to ensure its stability and minimise the impact of dam overtopping (Gu 
et al., 2017). Proper design of the spillway is, therefore, crucial to guarantee the functionality 
of the structure throughout its operational life (Kocaer & Yarar, 2020). Conventionally, 
the spillway was designed based on the PMF (Probable Maximum Flood) criteria and the 
meteorological and hydrological conditions of the site. The flow over the spillway has a 
higher velocity and high kinetic energy, namely turbulence. Therefore, a sedimentation 
basin was provided at the end of the spillway to minimise this turbulent effect and avoid 
erosion and sedimentation problems in the downstream part of the dam. The design of the 
sedimentation basin depends on the hydraulic jump characteristics and the underwater 
depth (Peterka, 1984).

This article aims to shed light on the overall concept of sustainability for hydraulic 
structures and water supply conservation under changing climatic conditions. Furthermore, 
the trending and rising issues of climate change uncertainties, ageing infrastructure, 
especially high dams, dams without any real-time monitoring system, requirement on the 
revised design guidelines and rising concern on the environmental standards challenge the 
sustainability, safety and security of the dam sustainability. This study aims to conduct a 
comprehensive review of the published and current literature related to dam sustainability, 
particularly dam safety and security. The specific objectives of this study are (1) to identify 
the key issues and challenges which may jeopardise the dam sustainability, (2) to evaluate 
the factors causing dam failure based on the analysed key issues and challenges and (3) 
To evaluate the adequacy of selected established dam safety guidelines on addressing 
the climate change based on reviewed issues and challenges as well as factors causing 
dam failure. It provides a comprehensive overview of dam safety by highlighting the 
causes of threats and challenges to dam safety through selected case studies. Additionally, 
it is a good reference source for stakeholders (authorities, policymakers, planners, 
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technical experts, designers and consultants) in the decision-making process for selecting 
appropriate measures, constructing new dams and/or rehabilitating damaged or ageing 
dam infrastructure.

MATERIAL AND METHODS

This study aims to provide a comprehensive study: a systematic review of recent research 
on dam safety aspects of supporting dam sustainability under climate change uncertainties. 
This study emphasises the current dam safety aspect, including dam safety guidelines, the 
issues and challenges of dam safety and dam failure mechanisms based on the existing 
monitoring effort, which compromises the structural integrity of the dam. This study 
preferred to apply the reporting style based on the systematic reviews and meta-analyses 
(PRISMA) method (Moher et al., 2009). The chosen method is reliable and feasible as 
it covers the appropriate approach for disaster management (Shaffril et al., 2021). This 
study intends to delve into the following specific questions: What factors affect the 
safety, particularly dam safety issues, and what are the challenges that can jeopardise the 
sustainability of dams? Are there specific factors causing dam failure based on the issues 
and challenges analysed? Are the available dam safety guidelines adequate to address the 
safety issues caused by climate change? What is the current approach and future direction 
to promote dam sustainability? 

Identification

The systematic review comprises four key stages in the selection of appropriate articles to 
be considered in this study. The first stage started with choosing a recent researchable study 
title based on the current issue in the disaster management field. The process followed at the 
second stage with the selection and decision of the appropriate keywords using an authorised 
medium such as act, regulation, guidelines, independent expert report, previous research, 
database suggestion (e.g. SCOPUS), thesauruses.com, encyclopaedias, and dictionaries. 
Several applicable electronic databases, such as official government websites and the Web 
of Science (WOS), were used for the search process after the final decision on the main 
keywords and associated keywords (similar to the main keywords) at the third stage. In 
the fourth stage, the search process was conducted based on the decided keywords based 
on the designed search string.       

Searching Strategy

This study used two searching techniques (systematic and manual searching) and numerous 
electronic databases to ensure a rigorous search process and data validity. The explored 
electronic databases used were the Official Regulated Body or Government Website (Federal 
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Emergency Management Agency, International Commission on Large Dams, Department of 
Irrigation and Drainage Malaysia, United States Society on Dams, The British Dam Society, 
New South Wales Government, India Government, WOS, SCOPUS, ScienceDirect, Taylor 
and Francis, Emerald, Springer, American Society of Civil Engineers (ASCE). The search 
process was conducted in three stages: January 2024 (first searching process), August 2024 
(Subsequent searching process), and October 2024 (based on the suggestion for this study). 
The main keywords such as climate change, dam failure, dam safety, dam sustainability 
and failure factor were searched in the electronic databases based on the proposed title 
and the research question developed. Several additional keywords similar to the main 
keywords in the second stage were identified, including climate uncertainty, climate risks, 
catastrophic failure, dam failure, dam safety guidelines, dam security, earthquake, extreme 
weather, flood, flooding, hydraulic structure, spillway, and structural integrity. The single 
and combinations of these keywords were processed using several search functions, for 
example, field code function (TITLE-ABS-KEY and TS) and Boolean operators (‘AND’ 
or ‘OR’) in two databases: WOS and SCOPUS. Manual searching: Handpicking was used 
in databases other than WOS and SCOPUS (Shaffril et al., 2021).            

Screening

The screening process involves the selection of the related paper based on criteria such 
as type of material, year of publication, language and scope of the paper. In this study, 
the chosen materials were safety guidelines, research-based, systematic review, literature 
review, and scoping review, published in English between 2014 and 2024. Additionally, 
the scope of the selected paper should be aligned with the identified main and associated 
keywords. Additionally, in WOS, the consideration of search criteria is followed in specific 
editions: Science Citation Index Expanded (SCI-EXPANDED), Conference Proceedings 
Citation Index-Science (CPCI-S), and Emerging Sources Citation Index (ESCI). A total of 
4968 potential materials were identified from the listed databases based on the two applied 
methods and the first on-site database screening process.

Eligibility Criteria

Several eligibility criteria were determined in this study to ensure the study is specific and 
aligned with the title and objectives. Criteria such as the scope of the paper, including the 
title and research content, are compulsory to ensure the clarity, quality and consideration 
of exclusion criteria (as mentioned in the screening stage) for the current study.
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Data Abstraction and Analysis

Several extensive assessment approaches followed carefully based on PRISMA guidelines 
were considered repetitively for the screening, analysis, and synthesised processes to 
ensure the validity and exclusiveness of the current study (Moher et al., 2009). Notably, 
the selected papers should align with the scope of the current study. Figure 1 illustrates 
the comprehensive process of paper selection for the current study. A total of 1098 papers 
(including dam safety guidelines) were selected and compiled in the Endnote. Subsequently, 
1080 papers were eliminated due to being outside the scope and inaccessible and ended 
up with 18 papers (including dam safety guidelines) that were considered eligible for the 
critical review.

Subsequently, 1080 papers were eliminated due to being outside the scope and 

inaccessible and ended up with 18 papers (including dam safety guidelines) that were 

considered eligible for the critical review.        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. PRISMA flow diagram of dam sustainability: issues and challenges on dam safety, 

factors causing dam failure and current approach to promoting dam sustainability.      
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Figure 1. PRISMA flow diagram of dam sustainability: issues and challenges on dam safety, factors leading 
to dam failure and current approaches to promoting the sustainability of dams 

RESULT AND DISCUSSION

Identification of reliable dam safety issues and challenges is critical to supporting dam 
sustainability and keeping it in line with the SDGs. The issues and challenges are related 
to the mechanism of dam failure, as the key factors have been identified based on the 
published and reported case studies. The combination of issues and challenges and the 
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factors causing dam failure were combined to provide an extensive explanation of the focus 
area. In addition, the guidelines published by the authorised organisation are considered 
important and appropriate in addressing the issues and challenges related to the mechanism 
of dam failure. These contexts may provide a future direction for the fascinating research 
in this area by highlighting the limitations and gaps in the reviewed literature. 

ISSUES AND CHALLENGES OF DAM SAFETY

The safety of dams is an important element in ensuring the sustainability of critical 
infrastructure. Therefore, rigorous measures are required to preserve the infrastructure 
and ensure the continuous operation of the system. Diverse research has been conducted 
on non-structural and structural measures to support the sustainability of dams. However, 
the criteria for dam sustainability should be linked to the root cause, namely the issues and 
challenges. Identifying issues and challenges can reveal the scope of the main problem 
and the associated factors causing the dam failure and lead to an appropriate technical 
decision-making process.

The identified factors that potentially jeopardise sustainable dams can be divided 
into environmental, structural integrity, structural design and operational, management 
and maintenance factors as summarised in Table 1 (Balmforth, 2020; France et al., 2018; 
Goodling et al., 2018; Heidarzadeh & Feizi, 2022; Hollins et al., 2018; Hughes, 2020; 
Koskinas et al., 2019; Kostecki & Rędowicz, 2014; Patra et al., 2024; Vahedifard et 
al., 2017; White et al., 2019; Xiao et al., 2022; Xie et al., 2022; Yang et al., 2024). The 
environmental factor, namely climate change (CC), which is closely related to the rising 
hydrological stress, is known to be the most important among the others (Heidarzadeh & 
Feizi, 2022). The hydrological factors, such as extreme precipitation and flooding, lead to 
runoff fluctuations and the failure of structures, especially ageing and deteriorated dams 
(Heidarzadeh & Feizi, 2022; Hollins et al., 2018; Koskinas et al., 2019). In addition, soil 
erosion and sedimentation occur downstream due to the high flow velocity during floods 
(Heidarzadeh & Feizi, 2022). These factors jeopardise the safety and sustainability of the 
dams. Therefore, the triangular relationship between the concept of dam sustainability 
and the exact relationship between the SDGs and dam sustainability is emphasised. The 
increasing trend of hydrological factors leading to dam failures is alarming, as this has 
enormous implications for the entire system, such as socio-economic and ecological aspects. 

FACTORS CAUSING DAM FAILURE

The factors of dam failure can be viewed from different angles and analysed according to 
geometric characteristics (type of dam, height of dam, size of dam), hydro-meteorological 
characteristics (climatic conditions: persistent rainfall, natural hazards, earthquakes, 
infiltration of seepage water: internal erosion), geotechnical characteristics (type of rock, 
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type of soil), structural characteristics (ageing) and type of failure mode (cascade failure, 
partial failure and total failure). These factors of dam failure are derived from the issues 
and challenges in dam safety, as in Table 1. Hydro-meteorological and geotechnical 
characteristics have a significant influence on the factors and mechanisms of dam failure. 
Controlling these factors is a challenge due to the severe effects of climate change. 
However, the exacerbated impacts can be minimised with appropriate controlled measures, 
and intervention can be made. This approach can reduce the devastating effects on the 
safety of dams in the short or long term. Therefore, a holistic methodological framework 
for dealing with the factors of dam failure is required for failure control right from the 
planning stage. Consequently, this factor deeply contributed to analysing and managing 
the dam failure mechanism. 

The condition of the construction site and the behaviour of the structure should be 
recorded with real-time monitoring instruments, and possible malfunctions should be 
eliminated to ensure the highest safety of the dam. Based on the collected or historical data, 
prediction models can be proposed for early failure prediction, e.g., dam failure simulation. 
However, careful data management (up-to-date data, error-free data, accurate processing 
medium) is essential to avoid incorrect predictions of events and types of failure modes. In 
this way, a dam failure can be predicted at an early stage, an early warning system can be 
developed, and a warning message can be reliably disseminated. Catastrophic events could 
be controlled, and the massive losses associated with a dam failure could be minimised. 
Socio-economic losses and environmental impacts are also minimised.

Climate Change, Hydrological and Hydraulic Factors

The current and future effects of climate change are devastating worldwide. Climate 
change can drive and contribute to changes in hydrological patterns, e.g. from low to high 
rainfall (extreme) within a short period. For example, extreme precipitation patterns and 
capacities change the hydraulic flow patterns in surface reservoirs (reservoirs) and rivers, 
e.g., turbulent and high-velocity flows. 

The 29-metre-high Sardoba Dam in Uzbekistan was supposed to hold 922 million 
cubic metres of water. Unfortunately, the dam burst on 1 May 2020 after several days of 
extreme rainfall and strong winds. The incidents began with the breach of the western 
embankment wall of the Sardoba Dam due to the effects of uncontrolled water loading. 
The Niedów Dam collapsed due to extreme rainfall and the 100-year flood (Kostecki & 
Banasiak, 2021). The gate was under maintenance and was closed during the catastrophic 
event. Therefore, the upper banks were flooded with massive amounts of water, which had 
an impact on the roads and other facilities. 

 The Toddbrook Dam partially collapsed, mainly at the auxiliary spillway, because 
floodwaters flowed uncontrollably through the spillway at a high velocity of 15 m/s due 
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to rainfall and flooding (Heidarzadeh & Feizi, 2022). In the case of the spillway problem 
at Oroville Dam, Lake Oroville released water over the main spillway a few days before 
the incident to prepare for an additional inflow of 1550 m3/s (Koskinas et al., 2019). The 
discharge was released due to the rise in water levels in Lake Oroville as a result of the 
effects of the prolonged and extreme rainfall (White et al., 2019).

To summarise, most of these incidents are due to the effects of global climate change 
caused by human intervention. Therefore, protecting the global climate is essential to 
preserving and prolonging the sustainability of dams. In the case of a new project, a 
thorough environmental impact assessment and cost-benefit analysis should be considered 
to understand the post-construction impacts on the existing system in the vicinity of the 
proposed project. 

Geological and Geotechnical Conditions

A site investigation from a geological and geotechnical point of perspective is important to 
ensure the rock identification and soil stability of the selected site, especially for hydraulic 
engineering projects. The factors identified are important for the selection of the correct 
foundation size, the reinforcement works for soil strengthening and the settlement value 
over the years. Therefore, a special assessment is carried out before, during, and after 
construction to avoid any disadvantages to the structure. The physical assessment was 
compiled together with the robust equipment (i.e. satellite and radar data) for the site 
inspection and simulation work to determine and predict the difference between the two 
factors.  

Three data sets from Google Earth, namely ICESat-2 data (satellite-based medium), 
Sentinel-1 SAR data (multi-geometry) and optical images from Sentinel-2 satellites, were 
used together with global precipitation measurements (GPM) to determine factor-induced 
damage for the Sardoba Dam in Uzbekistan. The observed images and the collected analyses 
identified internal erosion as the main cause of failure (Xiao et al., 2022). Other studies 
showed that the breached section of the Sardoba Dam in Uzbekistan had a settlement 
difference of about 4.7 cm. Secondary consolidation contributes to post-construction 
deformations. In addition, the differential settlement and water loads lead to structural 
transverse cracks in the dam. The recent study relied on hybrid methods: hazard framework, 
dam-related hazard investigation (RSDHI) and numerical modelling (Xie et al., 2022).

Several landslides occurred at Toddbrook, with the critical area being on the upstream 
slope of the dam. Long-term systemic design and construction issues, including poor 
site investigation and foundation stability (poor bedrock condition), have been identified 
as a possible partial failure factor of the 49-year-old Oroville Spillway (Koskinas et al., 
2019). Rapid water runoff triggered landslides and erosion during prolonged heavy rainfall 
(Heidarzadeh & Feizi, 2022; Koskinas et al., 2019; Martin et al., 2024).
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Overall, a proper site investigation and evaluation is required to understand the 
geographical condition of the site. This is crucial for proper site selection to avoid future 
incidents. Once the work is completed, the selected project site should be compared with 
other similar project sites in the vicinity and a critical technical assessment should be 
carried out by a certified person (geotechnical engineer/geologist). In addition, appropriate 
numerical simulation and assessment tools are required, which will have a major impact 
on the project and allow precautions to be taken if the project decides to proceed with 
construction work.   

Inadequate Design Capacity, Design Flaws, Ageing and Structural Failure

Structural design has proven to be an important criterion for the functionality, safety and 
sustainability of infrastructures. With the help of numerical simulations, malfunctions can 
now be recognised early. However, the effects of climate change, hydrological influences 
and hydraulic factors are rarely predicted. Therefore, the dynamic properties of the structure 
are most strongly influenced by the changing static and dynamic loads.

In the case of the Niedów Dam, the foundation of the Niedów Dam was eroded by a 
catastrophic flood. The concrete crown had broken and was washed away terribly quickly 
into the downstream section (Kostecki & Rędowicz, 2014). The breach damaged the 
concrete slab first, followed by the abutments and the retaining wall. These structures could 
not withstand the increased flow and water pressure upstream. The shorter event caused a 
massive flood wave in the downstream section (Kostecki & Banasiak, 2021).

Hybrid methods (field studies, desk studies and numerical modelling) and cascade 
models focusing on the failure mechanism of the Toddbrook Dam were investigated  
(Heidarzadeh & Feizi, 2022). The capacity of the auxiliary spillway was unable to 
withstand the unprecedented extreme rainfall, resulting in overtopping and failure of the 
structure. The slabs on the surface of the spillway were breached by the combined effects 
of physical problems and internal forces (dense vegetation), water injection between 
the slab spacing and uplift pressure within the slabs. The lightweight, thin slab section 
(15.0 cm) was designed and constructed with limited steel reinforcement and poor joints 
between slab sections (without water bars and in vertical joints). Therefore, the supported 
slabs shrank and moved due to the uplift pressure within the slab section. In addition, the 
eroded foundation is affected by the high flow velocity and water injection into the slab 
and foundation. 

Furthermore, no sedimentation basin was constructed to control the scour problem 
caused by the water transfer upstream and across the spillway. Another independent checker 
(Balmforth, 2020) came to the same conclusion as (Hughes, 2020) that the failure was due 
to design problems (thin concrete slabs and no internal pipework system for water flow 
to the spillway) and poor maintenance (insufficient sealant between the joints with the 
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concrete slabs, severe cracking in the concrete slabs and dam crest, and dense vegetation 
between the slab joints). In another case, the formation of a large hole on the surface of 
the concrete spillway at Oroville Dam was noted due to the intermittent pattern of flowing 
water (Hollins et al., 2018; Koskinas et al., 2019). Theoretically, the continuous inflow 
into Lake Oroville exceeds the minimum flood control elevation, resulting in frequent 
overflows. This situation limits repair time and eliminates the need for remedial measures. 
As a result, the increased flood water flows continuously over the main spillway and the 
unclosed weir. The flowing water then moves dramatically over the collapsed concrete 
partition wall to the slope and experiences soil erosion. The additional spillway (without a 
closed weir) was built to absorb the overflow from the main spillway and has never been 
tested on actual events (Koskinas et al., 2019).   

Poor Maintenance and Operation

Excellent and smooth management of spillway maintenance is required to ensure the 
optimal operating condition of the hydraulic infrastructure. Therefore, an appropriate time 
base (weekly inspection or case-by-case inspection of the changes in discharge and built 
infrastructure elements) is required to avoid shock incidents. Toddbrook has experienced 
two spillway incidents, the first in 1964 and the most recent during the 2019 flood (Hughes, 
2020). The capacity of the main spillway was supplemented by an additional spillway 
that could be used for overflow or maintenance purposes. Unfortunately, the constructed 
auxiliary spillway also failed due to poor monitoring and maintenance, resulting in a dense 
cover of vegetation on the surface of the concrete spillway (Balmforth, 2020; Heidarzadeh 
& Feizi, 2022; Hughes, 2020). The frightening incident at the highest dam in the USA, the 
Oroville Dam (235 m), was taken seriously, especially the emergency measures and the 
management and maintenance of the spillway. The presence of a hole on the surface of 
the spillway remained undetected. However, the water flowing over the spillway showed 
a rare pattern during the incident (Hollins et al., 2018; Koskinas et al., 2019).    

Seepage and Drain Failure

A reliable and robust pipework and drainage system is essential for the smooth operation 
of the spillway. However, this system is not easily visible during physical inspection. The 
removal of the slabs on the surface of the spillway during the Oroville incident shows 
internal erosion due to seepage and failure of the internal drainage (Hollins et al., 2018; 
Koskinas et al., 2019). This poses a high risk to the dam and can lead to its catastrophic 
failure.  
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THE ESTABLISHED DAM SAFETY GUIDELINES

The International Commission on Large Dams (ICOLD) is an international non-
governmental organisation and was founded with the participation of members from various 
regions (Europe, Asia, America, Africa, and Oceania) such as the United States Society 
on Dams (USSD), the British Dam Society (BDS), the Australian National Committee 
on Large Dams (ANCOLD), and the Malaysian National Committee on Large Dams 
(MyCOLD). ICOLD has provided general standards and guidelines for the construction of 
dams and safety guidelines, a valid global database on large dams built, and documentation 
on dams registered worldwide, including a database on dam failures (data on dam failures 
and technical reports on dam failures from participating members). 

The ICOLD guidelines are comprehensive in a global context but do not address the 
specific guidelines for participating countries. Participating countries should develop their 
guidelines based on the main organisation (e.g., MyCOLD) in the participating country 
or provide internal and extended specific guidelines based on the primary guidelines, 
which can be adapted to the state or specific organisation. Table 2 shows the global dam 
safety guidelines and associated parameters for evaluation. Based on the listed guidelines, 
MyDAMS and Queensland are said to be essential in consideration of climate changes 
compared to Federal Emergency Management Agency (FEMA) with a specific focus on 
climate-specific assessment parameters (extreme rainfall and seasonal droughts, which 
can exacerbate dam strain and potential failure risks) (DRDMW, 2024; FEMA, 2023; 
Government of Malaysia et al., 2017). Hence, the improvement of FEMA in terms of 
long-term climate change adaptation is essential to provide a robust framework for dam 
safety. Another comparison is in terms of incorporating artificial intelligence (AI) in 
monitoring dam safety. Currently, the MyDAMS is a good digital data collection with an 
extensive data collection system. However, this guideline has flaws in the framework, such 
as immediate risk response and coordinated safety protocols. This also applies to the New 
South Wales (NSW) and Queensland frameworks, where considering AI is vital to provide 
a robust framework that can be applied as a real-time monitoring system. This improvement 
is associated with the context of FEMA, which considers the emergency preparedness 
model to support dam sustainability (DRDMW, 2024; FEMA, 2023; NSW Government, 
2021; Government of Malaysia et al., 2017). The guidelines issued by the Central Water 
Commission on the safety of dams are limited to basic climatic considerations. Therefore, 
these guidelines should follow other enhanced guidelines.
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FUTURE DIRECTION OF THE RESEARCH WORK

The advantages, constraints, best practices and gaps have been identified and discussed. 
Therefore, several future research studies can be conducted to address various non-structural 
measures. 

Comprehensive Guidelines for Disaster Preparedness

The current draft of the guidelines should consider disaster risk reduction parameters such as 
the climate change index, two- and three-dimensional flows, and real-type flows (turbulent) 
as additional criteria in the disaster risk reduction guidelines. Therefore, after a thorough 
discussion with the industry and the scientific community (policymakers, engineers and 
researchers), the published guidelines will be revised to include these parameters. In 
addition, the prepared guidelines should be carefully reviewed in several stages by a 
competent person (a professional engineer) and verified by the government authority and 
the international or national engineering society. The phased approach is crucial to cover 
the fundamentals and the technical aspects. In addition, major revisions, such as the current 
extreme indicator and sedimentation accumulation, require new guidelines for designing 
and managing the specific case study. Therefore, the problem raised can be applied to 
designing new dams and improving old or ageing dams. This is consistent with the rising 
issues and challenges as well as the dam failure mechanism aspect related to climate change 
issues (hydrological factor) (Heidarzadeh & Feizi, 2022; Hollins et al., 2018; Koskinas et 
al., 2019; Kostecki & Rędowicz, 2014). 

Development of a Holistic Framework for Dam Safety Risk and Sustainability 
Through the Integration of Cycle Approaches with Climate Change Classification

The inclusion of the cause-effect relationship is crucial to ensure a higher level of dam safety 
and to harmonise the sustainability of dams with climate change. Therefore, stakeholders 
(policymakers, dam operators, engineers, evaluators, researchers and the public) should play 
a crucial role in the development of this framework. The framework should consider the 
fundamental issues and integrate the problem with the associated non-technical or technical 
solution). The proposed measures should be adapted to climate change, and the remediation 
criteria should be defined and categorised according to the severity index. Furthermore, it 
should be based on other proven examples or case studies, critically reviewed, discussed 
and presented to stakeholders to gather opinions and feedback. In this way, a specific 
document with technical content can be created. The prepared framework can be included 
in the national agenda and used as a national practice to improve dam management and 
operation. The holistic approach is possible since the current dam safety guidelines for 
the selected country and region are not standardised and focus on the general aspect rather 
than specific as listed in the issues and challenges, as well as a directed failure mechanism, 
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which is mostly majored by hydrological stress (climate change impact)(Heidarzadeh & 
Feizi, 2022; Koskinas et al., 2019; Government of Malaysia et al., 2017).  

Development, Implementation and Improvement of the Emergency Response and 
Action Plan Together with the Robust Flood Mitigation Plan

Extreme climatic conditions can alter rainfall patterns and flooding conditions. Therefore, 
a further study to amend the emergency plan based on the current state of flood defence 
integration is essential to consider downstream impacts during a flood event (FEMA, 2023; 
Kostecki & Rędowicz, 2014).

Hydrological Study and Simulation of Dam Failures Considering Climate Change, a 
Relationship Study (Climate Change-structural Failure), a Real-time Monitoring Tool 
(Early Warning System) for the Classification of Dam Failure Events, and Preparation 
of a Flood Mapping (Downstream)

The current forecast for the hydrological study should take into account the parameters of 
climate change. The input data must be error-free, and problems with missing or outdated 
data should be avoided. In this case, new inflow and outflow data for the capacity of 
reservoirs, dams (intake, spillway, stilling basin) and runoff patterns should be taken into 
account. The current capacity of the dam infrastructure should be evaluated and addressed 
as a limitation. The inundation map should be created, and the dam failure event should 
be classified according to the hazard index. In this way, future predictions can be made for 
the worst event, and an early warning system can be set up for those affected (Heidarzadeh 
& Feizi, 2022; Kostecki & Rędowicz, 2014).

Socio-economic and Environmental Risk Assessment in the Context of Climate Change

Climate change may affect water storage capacity and mapping downstream. Therefore, 
a study to integrate socio-economic and environmental linkages is essential due to the 
impacts that are currently being investigated. The development of models based on a mixed 
approach (quantitative and qualitative approach) is required to minimise loss of life, loss 
of property and severe environmental damage (Heidarzadeh & Feizi, 2022). Advanced 
tools such as satellite and radar-based measurements to identify the most affected areas 
(Xiao et al., 2022; Xie et al., 2022; Yang et al., 2024). Therefore, an early intervention 
programme can be predicted.

Vulnerability Assessment of Critical Infrastructure Under Climate Change Impact, 
Especially Areas Prone to Flooding and Seismic Activities

A dam is a critical infrastructure known as an important source of water supply, flood 
control and hydropower development. For structured management, smooth operation, and 
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planning of new dams, it is therefore crucial to assess the current state of this infrastructure 
in terms of the severity of climate change. New dams should be designed to withstand the 
worst-case scenario of climate change throughout their operational life. An economical 
and sustainable approach can be proposed for the construction of a new dam without 
compromising quality. In addition, consideration of areas prone to natural hazards such 
as floods and earthquakes is recommended to ensure that the critical aspect is taken into 
account to support the sustainability of dams, especially for new dams. A range of data 
on the frequency of rainfall and flooding and the prediction of extreme events is essential 
along with seismic data to support the current and future dam sustainability (Koskinas et 
al., 2019; Patra et al., 2024; Vahedifard et al., 2017; White et al., 2019).    

CONCLUSION

This comprehensive study on dam safety and sustainability applies a systematic review 
approach to the field of dam safety and sustainability, which makes an important 
contribution to understanding the challenges, factors causing dam failure, and associated 
guidelines for dam safety. Interestingly, the environmental factor of climate change seems 
to be the main factor for the change in hydrological parameters, such as extreme flooding 
within a short precipitation period. This main factor has been identified as a stress tensor 
for catastrophic failure of a dam due to deterioration of structural integrity. Another 
important issue is the structural design factors that deal with the inadequate sizing of 
structures with the current capacity, such as spillways. In addition, ageing and old dams 
are highly susceptible to failure due to unprotected environmental criteria such as seismic 
activity, especially in vulnerable areas. The combination of hydrological (flooding) and 
seismic loading should be critically considered due to the cyclic or continuous dynamic 
loading of the dam structure. The concrete and earth fill dams are vulnerable to this source 
due to the risk to structural integrity, especially the ageing, old, and high dams. The dam 
safety guidelines issued by selected authorities contain a variety of criteria relevant to the 
management and operation of dams. 

However, most of the published guidelines are limited to specific criteria, such as flood 
protection and digital data collection tools that cover only a small part of the impacts of 
climate change (normal hydrological data). To address this problem, robust guidelines 
with a comprehensive framework are crucial to closing the gaps. In addition, the holistic 
integration of globally harmonised guidelines suitable for all countries is feasible to ensure 
the impacts of climate change, especially extreme events and other parameters such as 
seismic activity, erosion and sedimentation due to the increasing number of natural hazards 
and to provide an adequate solution during the decision-making process. In addition, the 
proposed framework should align with the ICOLD Technical Guidelines (to ensure an 
update of technical information). 
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In addition, the integration of methods (parametric study, physical experiment, and 
numerical model simulation) in the assessment and prediction work is proposed to support 
the conventional measurement, i.e., a physical inspection, and provide a more robust 
and reliable measurement to avoid misinterpretation of the problems and allow faster 
identification and prediction of dam failures. The improvement of the structural aspects 
can thus be carried out before the actual construction of the dam, as the costs are very 
high due to the specialised and extensive infrastructure. By integrating these elements, the 
sustainability aspect of dams can be promoted and established. Future work can provide 
an extension of the hybrid dam safety assessment method (experimental and numerical 
simulations) that includes structural integrity assessment and fluid-structure interaction 
study, focusing on the extreme event and dynamic loading (turbulent flow).
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ABSTRACT

A study was conducted on sediment samples from Kuala Sungai Buloh, located within the cockle 
cultivation area of Selangor. The research focused on assessing the presence of selected heavy 
metals, including zinc (Zn), lead (Pb), nickel (Ni), and cadmium (Cd). The total concentration of 
heavy metals within the sediment matrix was determined through aqua regia digestion. Meanwhile, 
the speciation of these metals was identified using sequential extraction technique (SET). The 
mean concentrations of Zn, Pb, Ni, and Cd were 130.41 ± 25.61, 29.22 ± 7.81, 13.08 ± 4.96, 
and 0.166 ± 0.074 µg/g, respectively (p < 0.05). The fractionation distribution of Zn, Pb, and Ni 
followed the trend [residual] > [oxidisable-organic] > [acid-reducible] > [exchangeable]. For Cd, 
the trend was [residual] > [acid-reducible] > [oxidisable-organic] > [exchangeable]. Based on the 
geoaccumulation index (Igeo) assessment, sediments from Kuala Sungai Buloh were categorised 

as unpolluted to moderately contaminated at 
selected sampling points for Zn and Pb. The 
Contamination Factor (CF) suggested moderate 
contamination levels for Zn and Pb and low 
contamination levels for Ni and Cd. Additionally, 
the Pollution Load Index (PLI) classified the area 
as non-polluted since all values were less than 1. 
These heavy metals in the river and estuaries of 
Sungai Buloh are attributed to natural processes, 
as well as moderate industrial, agricultural, and 
domestic activities. Understanding heavy metals 
is crucial for assessing ecotoxic effects in aquatic 



1414 Pertanika J. Sci. & Technol. 33 (3): 1413 - 1437 (2025)

Aqilah Mukhtar, Mohd Nazri M. Yunus, Nur Amiera Kamarudin, Syaizwan Zahmir Zulkifli and Ahmad Ismail

environments. This knowledge is crucial for safeguarding ecosystems and advancing Sustainable 
Development Goal 14 (SDG14), emphasising the conservation of life below water.

Keywords: Contamination, heavy metal, sediments, sequential extraction technique, sustainability 

INTRODUCTION

Heavy metal pollution is a major global issue, especially in aquatic ecosystems, due to its 
harmful effects on both the environment and human health. Heavy metals originate from 
two primary sources: natural phenomena and human activities. Natural processes such as 
rock weathering, soil erosion, and volcanic activity contribute to the occurrence of heavy 
metals in the environment. However, human activities significantly exacerbate heavy metal 
pollution through mining, industrial processes, improper disposal of industrial waste, 
urban runoff, sewage disposal and more. Heavy metals released into the environment can 
dissolve in water or accumulate in sediments. Heavy metals often settle into the lower 
layers of water bodies, making them more prevalent in sediments than in the water column 
(Bhuyan et al., 2023). As a result, pollutants such as heavy metals tend to accumulate in 
sediments (Aydın et al., 2023). Sediments are crucial in transporting heavy metals and often 
act as key reservoirs for these pollutants. In addition, geographical variation also plays 
a significant role in influencing heavy metals in sediments. A previous study conducted 
along the west coast of Peninsular Malaysia reported that the concentrations of heavy 
metals in surface sediments ranged from 66 to 443 µg/g for Zn, 2 to 54 µg/g for Pb, 11 
to 30 µg/g for Ni, and 0.5 to 1.7 µg/g for Cd (Buhari, 2020). These findings suggest that 
higher concentrations of heavy metals were primarily associated with sampling sites in 
close proximity to anthropogenic sources, such as domestic discharges, industrial activities, 
shipping operations, and other pollution inputs.

Heavy metals are not biodegradable. Once they enter the aquatic ecosystem, they can 
spread throughout the water body, accumulate in sediments, or be absorbed by aquatic 
organisms (Frémion et al., 2016). Metals that settle in sediments are associated with 
bioaccumulation processes. When pollutants accumulate, they contaminate the food chain 
and cause significant ecotoxic stress on both humans and aquatic organisms (Okereafor et 
al., 2020; Wang et al., 2022). Exposure to heavy metals can lead to their buildup in human 
bones and fat tissue, resulting in nutritional deficiencies and a weakened immune system 
(Aziz et al., 2023). Additionally, certain heavy metals, such as cadmium and lead, have been 
associated with intrauterine growth retardation (Zinia et al., 2023). Therefore, assessing the 
health of aquatic ecosystems is crucial for managing pollution caused by human activities.

Most studies concentrate on the total metal content in sediment, which does not 
adequately address the metal’s mobility, bioavailability, and toxicity (Abollino et al., 
2011; Swati & Hait, 2017; Abubakar et al., 2018). Thus, evaluating the speciation of 
heavy metals is crucial for understanding their potential mobility and bioavailability, as 
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the bioavailable fraction, despite being small, plays a significant role in determining the 
overall metal content and its environmental impact (Swati & Hait, 2017; Abubakar et 
al., 2018). Heavy metal speciation can be determined using various techniques such as 
Sequential Extraction Techniques (SET) (Khan et al., 2020; Awad et al., 2021; Golui et al., 
2021), Laser-Induced Breakdown Spectroscopy (LIBS) (Yoon et al., 2021; De Morais et 
al., 2022), Diffusive Gradients in Thin Films (DGT) (Yuan et al., 2020; Gu, 2021; Liang 
et al., 2023; Liu et al., 2023), and X-ray Absorption Spectroscopy (XAS) (Ye et al., 2022). 
Among these methods, SET is the most widely used due to its affordability, simplicity, and 
ability to provide insights into metal bioavailability, mobility, and environmental risks, 
which are critical for monitoring efforts. 

The sequential extraction technique involves multiple steps using various chemical 
reagents and conditions (Domingues & e Silva, 1990). The SET procedure comprises four 
fractions: exchangeable, acid-reducible, oxidisable-organic, and residual. This technique 
differentiates between lithogenic metals and those of natural origin, offering insights 
into the main binding sites, the intensity of metal interactions with particulates, and the 
phase associations of trace elements in sediments. Understanding these aspects is crucial 
for deciphering the mobilisation of heavy metals and the potential risks they pose. In 
addition to these analytical approaches, alternative methods have also been explored to 
address heavy metal contamination. Phytoremediation using specific plants, such as water 
hyacinth (Eichhornia crassipes), lettuce (Pistia stratiotes), and duckweed (Lemna minor), 
offers a sustainable solution for mitigating heavy metal contamination (Ali et al., 2020). 
Phytoremediation not only addresses the contamination but also enhances the ecological 
health of the affected areas. Integrating such methods with sediment analysis and treatment 
strategies could enhance the overall effectiveness of pollution management.

Kuala Sungai Buloh has been the site of a cockle farming project initiated by the 
Department of Fisheries Malaysia (DOFM) since 2008. However, human activities along 
the Sungai Buloh River have released various pollutants, including heavy metals from 
industrial, boating activities, and agricultural and domestic sources. Cockle farming can 
be significantly influenced by sediment contamination as cockles are benthic organisms 
that inhabit and feed in close association with the sediment. Blood cockles and filter 
feeders are particularly susceptible to accumulating heavy metals and other pollutants. 
These contaminants can be absorbed through dissolved metals passing through their 
gills or ingested with food particles during dietary intake (Rainbow, 2018). Bivalves are 
known to bioaccumulate heavy metals in their tissues, which can lead to toxic effects such 
as reduced metabolic activity and impaired physiological functions (Pavón et al., 2022). 
The bioaccumulation in blood cockles is closely linked to their feeding behaviour and 
environmental conditions, making them valuable bioindicators of heavy metal pollution in 
aquatic ecosystems. Sediment contamination also impacts the broader ecosystem by altering 
habitat quality, disrupting benthic community balance, and interfering with nutrient cycling.
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Therefore, this study aims to i) assess the levels of selected heavy metals, including Zn, 
Pb, Ni, and Cd, in the sediment of Kuala Sungai Buloh from vertical profile, ii) measure 
the heavy metal speciation on the surface sediment, and iii) evaluate the contamination 
of these heavy metals using pollution indices, such as the Index of Geoaccumulation 
(Igeo), Contamination Factor (CF), and Pollution Load Index (PLI). By integrating vertical 
profiling, surface sediment speciation, and pollution indices, this study comprehensively 
assesses the spatial distribution and environmental risks of heavy metals. The findings 
will contribute valuable data for monitoring pollutants released into the environment, 
enhancing understanding of heavy metal interactions in marine ecosystems. This is essential 
for protecting marine environments from harmful impacts and supports Sustainable 
Development Goal 14 (SDG 14), which focuses on conserving and sustainably using the 
oceans, seas, and marine resources.

MATERIAL AND METHOD

Study Area

The study was conducted in Kuala Sungai Buloh, Selangor (3.255880°N, 101.303401°E), 
located on the west coast of Peninsular Malaysia. Manufacturing industries and using 
fertilisers and pesticides in agricultural activities, fisheries, tourism, and domestic activities 
significantly contribute to metal loading in Sungai Buloh. Seven sampling stations (A, B, 
C, D, E, F, and G) were selected for this study (Figure 1).

Sampling

Throughout the sampling process, in-situ parameters, including temperature, salinity, 
dissolved oxygen (DO), and pH, were recorded using a YSI meter Model 556 MPS at a 
depth of approximately one meter from surface water. 

Sediment collection involved the use of a 1-meter-long PVC tube with caps at each 
sampling point. The PVC tube was inserted until it reached the bottom sediment layer, 
then capped and removed. The sediment inside the PVC tube was removed using another 
PVC tube equipped with a piston mechanism. Subsequently, the sediments were sectioned 
using a plastic knife into layers of approximately 3 cm thickness from the sediment surface. 
A study by Mohamed et al. (2008) in Sabak Bernam, near the current study, reported that 
the sedimentation rate is an average of 0.2 cm/year; thus, each 3 cm section of sediment 
describes 15 years of sediment load. Each sediment sample was labelled with the sampling 
plot and its specific depth level and then placed into polyethene bags. 

Sediment samples were immediately placed in an icebox for transport to the Ecology 
Laboratory, Department of Biology, Universiti Putra Malaysia. Upon arrival, they were 
frozen at -10°C to preserve them until further analysis.
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Preparation of Samples

The sediment samples underwent thawing at room temperature for a minimum of 6 hours. 
The samples were then dried in an oven at 80℃ for 72 hours or until a constant dry weight 
was achieved. After drying, the samples were ground using a mortar and pestle to obtain a 
fine powder. The powdered samples were then sieved through a 63 μm stainless steel sieve 
to ensure a consistent particle size. The prepared samples were kept in sealed plastic bags 
with labels to prevent contamination prior to further laboratory procedures, such as aqua 
regia and sequential extraction techniques.

Experimental Analysis

Total Heavy Metals in Sediment by Aqua Regia Method

The total metal content in the sediment was determined through aqua regia digestion 
(Ismail & Ramli, 1997; Zulkifli et al., 2010). Digestion was performed on sediment samples 
categorised by plot and depth level. A sample weighing approximately 1.0 g was placed in 
a digestion tube. A 10 mL of a mixed acid solution, prepared in a 4:1 ratio of concentrated 

Figure 1. Sampling points of sediment in Sungai Buloh estuaries, Selangor
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nitric acid (HNO₃, 65%, AnalaR grade, R&M Chemicals) to perchloric acid (HClO₄, 70%, 
AnalaR grade, R&M Chemicals), was added to the sample. The digestion tubes were then 
placed in a digestion block and heated to ensure complete digestion of the samples. The 
temperature was initially set to 40℃ for the first hour, followed by an increase to 140℃ 
for the next three hours. Once digestion was finished, the tubes were allowed to cool to 
room temperature. The volume was adjusted to 40 ml by adding double-distilled water, 
and the samples were subsequently filtered using Whatman® No. 1 filter paper (12.5 
cm diameter and 11 µm pore size). The filtered samples were analysed using an Atomic 
Absorption Spectrophotometer (AAS) (Perkin-Elmer Model AAnalyst 800). The limit of 
detection (LOD) for Zn, Pb, Ni and Cd were 0.01 µg/g, 0.02 µg/g, 0.05 µg/g, and 0.001 
µg/g, respectively.

Speciation of Heavy Metal in Sediment using Sequential Extraction Technique (SET)

Surface sediment from each sampling point was analysed for heavy metal speciation using 
the sequential extraction technique (SET), which was adapted from the methods of Badri 
and Aston (1983), Naji et al. (2010) and Abubakar et al. (2018).

A 10 g sediment sample was added to a conical flask to determine the exchangeable 
fraction. About 15 ml of 1.0 M ammonium acetate (NH4CH3COO) solution was then 
introduced, adjusted to pH 7.0. The mixture was subjected to continuous shaking at 100 
rpm for 3 hours at room temperature. Subsequently, the mixture was filtered using Whatman 
filter paper, and the obtained supernatant was immediately analysed.

For the acid-reducible fraction, the residue from the first fraction was mixed with 
50 ml of 0.25M hydroxylammonium chloride (NH2OH·HCl), acidified to pH 2.0 with 
hydrochloric acid (HCl), and shaken for another 3 hours at 100 rpm at room temperature. 

The residue from the preceding step was transferred to a conical flask to determine the 
oxidisable organic fraction. This residue was oxidised by adding 15 ml of 35% hydrogen 
peroxide (H2O2, R&M Chemicals) and placing it in a 90°C water bath for at least 4 hours 
until the sediment was completely dry. After cooling to room temperature, the residual 
sediment was treated with 50 mL of 1.0 M ammonium acetate (NH₄CH₃COO) solution, 
adjusted to pH 2.0 using hydrochloric acid (HCl). The mixture was then agitated at 100 
rpm for 3 hours at room temperature.

In the resistant fraction, the residue is digested according to the procedure outlined 
for total digestion using the aqua-regia method. All collected supernatants were stored at 
4°C before metal analysis.

The residue from each extraction phase was rinsed with 20 mL of distilled water, 
filtered, and weighed before proceeding to the subsequent extraction fraction. The 
concentrations of heavy metals in all filtrate samples were then determined using an atomic 
absorption spectrophotometer (Perkin-Elmer Model Analyst 800).
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Quality Control

Acid washing was performed on all glassware and equipment to eliminate contamination. 
Blank samples were processed concurrently with each experimental batch to verify sample 
purity. The accuracy of the analytical procedure was validated using Certified Reference 
Materials (CRM) for marine sediment (PACS-2), with recoveries ranging from 80.48% 
to 113.85%, as detailed in Table 1. The data obtained from the analysis were converted to 
and expressed on a µg/g dry weight basis. These results were then compared and adjusted 
using CRM values to determine the final results. 

Table 1 
The CRM value and the percentage of recoveries

Metals Certified Reference Value (ug/g) Measured Value (ug/g) Percentage of Recovery (%)
Zn 49.900 43.737 87.65
Pb 11.700 11.397 97.41
Ni 39.500 31.790 80.48
Cd 2.110 1.849 87.65

Environmental Indices

Metal pollution levels in the surface sediment of Kuala Sungai Buloh were evaluated using 
three environmental indices: the Geoaccumulation Index (Igeo), Contamination Factor (CF), 
and Pollution Load Index (PLI).

a) The Geoaccumulation Index (Igeo), developed by Muller (1969), was employed 
to assess metal contamination in the sediment. This index compares current metal 
concentrations to pre-industrial baseline levels (Equation 1).

Igeo = log2 (Cn /1.5Bn)              [1]

In the equation, Cn represents the measured concentration of element n in the sediment 
sample, while Bn signifies the geochemical background concentration of element n in 
average shale, as established by Turekian and Wedepohl in 1961. Table 2 presents the 
seven distinct categories of Igeo, along with the corresponding levels of sediment pollution 
proposed by Muller (1969).

b) The Contamination Factor (CF) is an index used to evaluate sediment contamination 
and assess environmental pollution from specific toxic substances. The CF is determined 
by dividing the sediment concentration of each heavy metal by its corresponding 
background value, as defined by Turekian and Wedepohl (1961) in Equation 2.

CF =
(heavy metal concentration in sediment)

(background value of metal)
  [2]
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In the equation, the criteria for assessing CF are defined as follows: CF < 1 indicates 
low contamination, 1 < CF < 3 indicates moderate contamination, 3 < CF < 6 indicates 
considerable contamination, and CF > 6 indicates very high contamination. The background 
concentrations of metals used in this assessment were derived from global average shale 
values reported by Turekian and Wedepohl (1961).

c) The Pollution Load Index (PLI) comprehensively evaluates heavy metal 
contamination at potentially polluted locations. The PLI indicates the cumulative 
toxicity of a sample, incorporating the impacts of various heavy metals. The PLI was 
determined using Equation 3, proposed by Tomlinson et al. (1980).

PLI = (CF1 × CF2 × CF3 … × CFn)1/n         [3]

In the equation, CF refers to contamination factors, and n is the number of metals. 
A PLI less than 1 signifies no pollution, while a value greater than 1 indicates pollution.

Data Analysis

Heavy metal concentration data was analysed using IBM SPSS Statistics version 21 and 
Microsoft Office Excel 2021 (Microsoft Corporation, USA). One-way ANOVA followed by 
Tukey’s post-hoc test was utilised to determine differences in heavy metal concentrations 
among sampling points.

RESULTS AND DISCUSSION 

Water Quality of Study Areas

The water parameters of Kuala Sungai Buloh are recorded in Table 3. The water temperature 
ranged from 28.40℃ to 30.76℃. Sampling points A to F exhibited consistent temperatures, 
except for sampling point G, which recorded the lowest temperature. Factors contributing to 
the variation in temperature values include weather and climate conditions, sampling time, 
and the locations of the sampling points. In this study, the high temperatures were due to 

Table 2 
Classification for the geoaccumulation index (Igeo)

Igeo value Igeo class Sediment quality
<0
0–1
1–2
2–3
3–4
4–5
>5

0
1
2
3
4
5
6

Unpolluted
Unpolluted to moderately polluted
Moderately polluted
Moderately polluted to strongly polluted
Strongly polluted
Strongly polluted to extremely polluted
Extremely polluted



1421Pertanika J. Sci. & Technol. 33 (3): 1413 - 1437 (2025)

Heavy Metals in the Sediments of Sungai Buloh, Selangor

sunny weather during the sampling activities, and sampling points A, B, C, D, E, and F were 
in open estuaries. In contrast, sampling point G was in the Sungai Buloh riverine, which was 
surrounded by palm oil trees. Temperature influences various water parameters, including 
dissolved oxygen (DO), pH, and nutrient levels. Elevated temperatures reduce oxygen 
solubility in water while increasing microbial metabolism, resulting in higher oxygen 
consumption (Chapra et al., 2021). This process leads to increased carbon dioxide (CO2) 
release, subsequently lowering pH levels. The resulting low pH caused by elevated CO2  
can impose additional stress on aquatic organisms, impacting their physiological functions 
and overall ecosystem health (Peytoureau et al., 2023). Furthermore, elevated temperatures 
enhance microbial enzymatic activity, accelerating nutrient cycling, decomposition rates, 
and nutrient release (Elena, 2019).

Table 3 
The in-situ parameters of water in all sampling points of Sungai Buloh

Sampling point
Parameter

Temperature (℃) Salinity (mg/l) Dissolve oxygen (mg/l) pH
A 30.36 28.22 7.07 6.22
B 30.36 26.03 7.39 6.71
C 29.25 26.80 8.77 8.22
D 30.40 41.40 6.59 8.06
E 30.62 41.09 9.41 6.52
F 30.76 39.76 11.64 6.50
G 28.40 0.44 3.40 5.75

Average 30.02 29.11 7.75 6.85

The highest salinity was recorded at sampling points D and E, with values of 41.40 and 
41.09 mg/l, respectively, while the lowest value was recorded at sampling point G (0.44 
mg/l). Variations in salinity are influenced by river runoff, where fresh water from rivers 
mixes with seawater, and ocean currents distribute water masses with varying levels of 
salinity. Varying salinity levels can influence organisms’ distribution and population size 
within a specific region. 

The analysed water samples exhibited dissolved oxygen (DO) levels ranging from 3.40 
to 11.64 mg/L. These values comply with the Malaysian Marine Water Quality Standard 
(MMWQS) Class 1 for sampling points A to F, except for sampling point G, which falls 
into Class 3. Industrial activities, oil palm plantations, and domestic activities characterise 
sampling point G. Dissolved oxygen levels are influenced by the photosynthetic production 
of oxygen by phytoplankton and aquatic plants, which increases during daylight hours. 
Conversely, biological respiration and bacterial decomposition of organic matter consume 
oxygen, leading to decreased DO levels. This effect is particularly pronounced in areas 
with high organic loads, such as sampling point G.
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The pH levels ranged from 5.75 at sampling point G to 8.22 at sampling point C. 
Results falling between 6.5 and 9.0 are within the standard range of the MMWQS. A pH 
below 6.5 indicates poor water conditions, often due to industrial emissions from chemical 
manufacturing, paper production, and metal processing upstream of Sungai Buloh. These 
discharges can introduce acidic substances that directly lower the pH of the receiving water. 
Significant pH fluctuations can disrupt biodiversity, food webs, and ecosystem dynamics.

Overall, the water quality in the estuary of Sungai Buloh is generally good, except at 
sampling point G, where discharges from industries, oil palm plantations, and domestic 
activities contribute to the alteration of water quality. Monitoring and managing water’s 
physicochemical parameters are crucial for protecting aquatic biodiversity and ensuring 
the sustainability of aquatic resources.

Mean Metal Concentrations of Sediment Cores

Table 4 presents the mean Zn, Pb, Ni, and Cd concentrations at varying depths within 
the sediment core samples. The mean concentration of metals in sediments that are being 
studied is generally in order of [Zn] > [Pb] > [Ni] > [Cd]. Zn has the highest concentration 
with a mean of 130.20 ± 5.02 µg/g, followed by Pb (29.24 ± 1.31) µg/g, Ni (13.23 ± 0.63) 
µg/g, and Cd (0.16 ± 0.01) µg/g (p < 0.05). Compared to the average shale values of heavy 
metals, Zn and Pb exceed the average shale values, clearly indicating the enrichment of 
these metals in the core. In contrast, the mean values of Ni and Cd are below the average 
shale values.

The mean concentration of Zn rises towards the top of the sediment core, whereas Pb, 
Ni, and Cd showed minimal variation throughout the vertical sediment core. Numerous 
researchers have employed sediment cores to investigate the behaviour of metals, including 
in Malaysian marinas (Ashraf et al., 2018; Khalid et al., 2019; Vane et al., 2020; Pradit 
et al., 2022). The concentration of Zn at the bottom of the sediment core is lower than 
the mean, while the highest Zn concentration was detected at a depth of 19 to 21 cm at a 
concentration of 140.60 µg/g. For Pb, the highest concentration detected was 31.43 µg/g at 
a depth of 19 to 21 cm, and the lowest was 27.52 µg/g at a depth of 22 to 24 cm. Similarly, 
for Ni, the highest and lowest concentrations were detected at depths of 19 to 21 cm and 
22 to 24 cm, with concentrations of 14.22 µg/g and 12.27 µg/g, respectively. The similar 
trend of Zn, Pb and Ni suggests that metals were highly distributed within the 15 years 
from 1825 to 1913 in this area. However, Cd concentrations in the sediment core of Sungai 
Buloh remained consistent, with 0.15 µg/g between depths of 1 to 21 cm and 0.17 µg/g 
between depths of 22 to 36 cm. In contrast, the vertical sediment core study by Lasumin et 
al. (2022) at Sungai Buloh reported the highest concentrations of Zn, Pb, and Cd as 80.18 
µg/g, 23.24 µg/g, and 0.19 µg/g, respectively. The highest concentrations were observed 
at depths of 9–12 cm for Zn and Pb and 0–3 cm for Cd.
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In fact, the metals accumulated in the sediment core show a historical input in previous 
years in the study area. The difference in metal values   is recorded due to metals that are 
produced naturally or also from a variety of human activities. It should be emphasised 
that the high Zn concentration may be attributed to the use of fertiliser in the past few 
years, when agriculture, such as oil palm cultivation, is actively carried out in this area. 
For instance, elevated levels of heavy metals, including Cu and Zn, have been detected in 
soil from Felda Jengka 8, Pahang, attributed to the use of fertilisers in oil palm plantations 
(Manan et al., 2018). 

Table 4 
The mean concentrations of heavy metals in the sediment core of Sungai Buloh (µg/g)

Depth (cm) Years Zn Pb Ni Cd
1–3 2003–2018 131.31 28.23 13.13 0.15
4–6 1988–2003 128.46 27.14 12.50 0.14
7–9 1973–1988 131.99 28.69 13.30 0.15

10–12 1958–1973 133.70 29.25 13.98 0.15
13–15 1943–1958 127.30 28.36 12.32 0.15
16–18 1928–1943 134.83 29.89 13.61 0.15
19–21 1913–1828 140.60 31.43 14.22 0.15
22–24 1898–1913 123.78 27.52 12.27 0.18
25–27 1883–1898 130.88 29.28 13.50 0.17
28–30 1868–1883 131.45 30.04 13.63 0.17
31–33 1853–1868 123.61 30.34 12.97 0.17
34–36 1838–1853 124.50 30.75 13.36 0.16
Mean  130.20 29.24 13.23 0.16
Std  5.02 1.31 0.63 0.01

Vertical Heavy Metal Profiles of Sediment Core

Zinc (Zn)

Figure 2 shows the profiles of Zn in the vertical sediment cores collected from seven 
sampling points. At sampling point A, the Zn concentration was 109.53 µg/g in 
surface sediment (1–3 cm depth) and showed small variation between depths of 4–27 
cm, with a mean concentration of 126.02 µg/g. A relatively high Zn concentration of 
161.87 µg/g was observed in the layer at a 28–30 cm depth. At sampling point B, the 
Zn concentration decreased in the bottom sediment core at a depth of 22–36 cm, with 
a higher concentration recorded at 19–21 cm, and the lowest concentration found at a 
depth of 13 to 15 cm with concentrations of 146.16 and 125.82 µg/g, respectively. This 
pattern is similar to the Zn profile recorded at sampling point E. At sampling point C, 
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a high Zn concentration of 131.6 µg/g 
was recorded in the upper sediment; then, 
the values decreased until a depth of 13 
to 15 cm. Variation in Zn concentration 
occurred in the middle and lower layers 
of the sediment core. At sampling point 
D, the deeper the sediment, the higher 
the Zn concentration, with the highest 
concentration of 121.67 µg/g recorded at 
a depth of 31–36 cm. Sampling point F 
showed the highest Zn concentration at the 
sediment surface, 138.55 µg/g, with large 
variations along the vertical core. Unlike 
the other sampling points, at sampling 
point G, the Zn concentration decreased 
from 1–18 cm depth, but at 19–21 cm, it 
recorded the highest concentration of 208.1 
µg/g. The pattern of Zn concentrations 
observed in the sediment core from Sungai 
Buloh was comparable to findings reported 
by Baharudin et al. (2021) in their study 
of the Strait of Malacca, which covered 
areas in Johor, Selangor, and Penang. The 

Figure 2. The concentration of Zn in sediment cores 
from Sungai Buloh

presence of Zn in the Sungai Buloh sediment is primarily attributed to water runoff from 
palm oil plantations and effluents from nearby manufacturing industries. 

Lead (Pb)

For sampling points A and B, the Pb concentration in the sediment core increased from 
the 1-12 cm layer (Figure 3). The variation in Pb concentration is small in the middle to 
bottom layers for both sampling points, with Pb concentrations recorded at 31.89 and 
28.68 µg/g, respectively, in the final layer. Generally, Pb concentration decreased toward 
the middle depth of sampling points C, F, and G. Pb increased relatively in the layer 13 to 
21 cm before stabilising in the layers 22 to 30 cm and slightly increasing in the lower layer 
of sampling point C. Sampling point F showed small variation in Pb concentration, but 
the lowest Pb concentration was documented in the 31–33 cm layer at 21.73 µg/g. The Pb 
concentration at sampling point G was higher compared to other points, with the highest 
value of 51.71 µg/g in the surface sediment. Sampling points D and E exhibited a similar 
pattern, where Pb concentration increased with depth, reaching the highest concentrations 
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of 36.65 and 36.18 µg/g, respectively, in a 
final depth of 34 to 36 cm. The variation of 
Pb in the sediment core was also observed 
in the Matang Mangrove Forest Reserve 
(Mustapha et al., 2022), with Sungai Buloh 
recording higher Pb levels in the sediment 
compared to this area. The presence of 
Pb in the sediment is attributed to boating 
activities related to fisheries and tourism, 
where gasoline or diesel is used for boat 
engines. The large number of boats and 
potential gasoline leakage can significantly 
increase Pb levels in the water and sediment 
(Pazi et al., 2021; Mustapha et al., 2022).   

Nickle (Ni)

For sampling points A, D, and E, the Ni 
concentration followed a similar pattern: 
an increase in the sediment core from 1 
to 18 cm followed by minor variation in 
the next layer (Figure 4). This Ni pattern 
is similar to the study by Omorinoye et al. 
(2019) in the Sadong River in Sarawak, 

Figure 3. The concentration of Pb in sediment cores 
from Sungai Buloh

where the concentration also increased with depth. Among these three points, sampling 
point E exhibited the highest Ni concentration, reaching 21.39 µg/g at the 25–27 cm depth 
layer. At sampling point B, the highest Ni concentration was 16.78 µg/g, detected in the 
1–12 cm layer, after which it decreased, showing only small variations from 13–36 cm in 
depth. Sampling point C showed large variations in Ni concentration between 1–21 cm. 
The lowest concentration of 4.31 µg/g was recorded at 13–15 cm, then increased until 
19–21 cm, followed by a slight decrease and stable values at 22–30 cm, then increased to 
12.10 µg/g at 34 to 36 cm. At sampling point F, both the upper layer from 1 to 9 cm and 
the bottom layer from 25 to 36 cm exhibited significant variations in Ni concentration, 
while the middle core (10 to 27 cm) showed small variations. For sampling point G, 
the Ni concentration slightly decreased with depth, but at the final layer of 19–21 cm, it 
increased to 21.78 µg/g. The concentration of Zn in Sungai Buloh was comparable to that 
in Sadong River but significantly lower than in the Sungai Buloh in Selangor (Abubakar 
et al., 2018). Manufacturing activities, including those related to the chemical processes 
industry, contribute to the presence of Ni in the sediment of Sungai Buloh. 
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Cadmium (Cd)

At sampling sites A, F, and G, the Cd concentration in the sediment core consistently 
remained below 0.10 µg/g, with mean values of 0.05 µg/g, 0.09 µg/g, and 0.01 µg/g, 
respectively (Figure 5). At sampling site A, the Cd concentration increased with depth, 
whereas at site F, it increased towards the sediment surface. This pattern aligns with 
findings by Lasumin et al. (2022) in Sungai Buloh, which also reported an increase in Cd 
concentration towards the surface sediment. At sampling point B, the Cd concentration 
showed small variations from 1 to 24 cm, with the highest value of 0.26 µg/g recorded 
at the 19 to 21 cm layer, then decreased towards the bottom layer from 25 to 36 cm. For 
sampling point C, the Cd concentration decreased from 1 to 12 cm, then increased from 13 
to 36 cm, with the highest value of 0.24 µg/g. A constant Cd concentration was observed 
throughout the sediment core at sampling point D. At sampling point E, variations in Cd 
concentration were recorded throughout the depth of the sediment core, with the highest 

Figure 4. Concentration of Ni in sediment cores 
from Sungai Buloh

Figure 5. Concentration of Cd in sediment cores 
from Sungai Buloh
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value of 0.25 µg/g at a depth between 10 to 12 cm. The Cd concentration at sampling site 
G is much lower due to the characteristics of the depositional environment, such as low 
water pH, which can increase Cd mobility (Zhang et al., 2023). As a result, a significantly 
lower concentration of Cd was detected at this site. However, the concentration of Cd 
observed in Sungai Buloh is significantly higher compared to the levels reported in previous 
studies conducted in Bagan Pasir, Perak; Sungai Buloh, Selangor; and Port Dickson, 
Negeri Sembilan (Lasumin et al., 2022). Human activities in the town within the study 
area, such as smelting manufacturing, release effluents into the drainage system, eventually 
accumulating in Sungai Buloh over time. 

The Zn, Pb, and Ni levels were highest on average at sampling point G in the Sungai 
Buloh sediment cores. Results suggest that heavy metal pollution in the river originated 
from a combination of upstream contamination and effluents discharged from human 
activities in the Kuala Sungai Buloh area. This has led to an increased concentration of 
heavy metals at location G. As a result, heavy metals eventually accumulated in and adhered 
to the sediment. In contrast to the sampling point in the estuary, runoff carrying heavy 
metals mixed with seawater was affected by tides, reducing heavy metals’ concentration 
before they finally accumulated in the sediment. In line with the analysed water parameters, 
the water quality at sampling point G is not particularly good, according to MMWQS. 
Heavy metals in Malaysian rivers are primarily attributed to anthropogenic and natural 
occurrences. For example, the anthropogenic activities include industrial waste, agricultural 
runoff, domestic effluents and landfill materials, as observed in Sungai Merbok in Kedah, 
Sungai Sembilang in Selangor, and Sepang Besar River in Selangor (Ateshan et al., 2020; 
Ibrahim et al., 2020; Krishnan et al., 2022). 

This study’s metal concentrations in sediment cores were compared to previous research 
in Malaysian marinas. The data revealed significantly higher heavy metal concentrations 
in the study area compared to sediment cores from coastal Sabah, Kong Kong estuaries in 
Johor, and the west coast of Peninsular Malaysia (Ashraf et al., 2018; Khalid et al., 2019; 
Lasumin et al., 2022). However, the mean concentrations of heavy metals from the seven 
sampling sites were lower than those reported in studies from Kaohsiung Harbor, Taiwan, 
and Dachan Bay, China (Chen et al., 2016; Yang et al., 2020). 

To summarise, heavy metal concentrations exhibited significant spatial variability 
among the seven sediment cores, possibly due to different hydrodynamic mechanisms, 
including differences in heavy metal release sources and tidal water, varying sediment core 
characteristics, and homogeneous or inhomogeneous contaminants which are introduced 
into rivers and estuaries (Chen et al., 2016). However, Zn and Pb in the vertical sediment 
cores from sampling points B, D, and E showed a relatively stable pattern. This suggests 
that chemicals were released from the river and subsequently accumulated near the river 
mouth with minimal disturbance. 
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Bioavailability of Heavy Metals in Sediments Samples

Table 5 shows the concentration and distribution of heavy metals in surface sediment. The 
ranges for Zn, Pb, Ni, and Cd are 126.73 to 199.16, 31.40 to 52.99, 12.00 to 23.93 and 
0.003 to 0.070 µg/g, respectively.

In this study, the Zn was mainly residual form, particularly in the surface sediments 
of sampling points A, B, C, D, and E. The residual proportion ranged from 41.42% 
to 59.34%. Meanwhile, sampling points F and G were dominated by acid-reducible 
fractions at 43.39% and 39.64%, respectively. The surface sediments of the study area 
documented Zn fractionation order of [residual] > [oxidisable-organic] > [acid-reducible] 
> [exchangeable]. Pb was mainly in the residual form, with a proportion of 41.61 to 63.60 
% and an average residual component of 52.50%. The average percentage of Pb proportion 
of the exchangeable (F1), acid-reducible (F2), and oxidisable-organic fraction (F3) are 1.13, 
14.0, and 33.0%, respectively. The fractionation order of Pb was [residual] > [oxidisable-
organic] > [acid-reducible] > [exchangeable]. Ni was also mainly in residual form, ranging 
from 37.43% to 53.05%, averaging 47.06%. The exchangeable fraction has the lowest 
average of 4.26%. Meanwhile, acid-reducible and oxidisable-organic Ni ranged from 
10.13% to 31.69% and 22.66% to 39.79%, respectively. To summarise, the Ni in surface 
sediments has fractionation in order of [residual] > [oxidisable-organic] > [acid-reducible] 
> [exchangeable]. Furthermore, Cd was primarily in the residual form, accounting for 

Table 5
Concentration of heavy metal for sequential metal extraction (mean ± SD) µg/g and percentage (%)

Sampling 
point Zn Pb Ni Cd

A
F1 1.31±0.23 (0.69) NA 0.59±0.04 (3.40) 0.004±0.001 (4.48)
F2 48.88±2.26 (25.95) 1.82±0.92 (4.02) 2.00±0.14 (11.47) 0.010±0.002 (11.17)
F3 60.17±0.55 (60.17) 16.84±0.99 (37.15) 6.94±0.11 (39.79) 0.017±0.002 (17.95)
F4 78.04±0.56 (78.04) 26.66±3.02 (58.83) 7.91±0.13 (45.34) 0.061±0.009 (66.40)
Sum total 188.4 45.32 17.45 0.092
Digestion 144.01 31.14 15.5 0.063
Differences 44.39 14.18 1.95 0.029
B
F1 0.57±0.17 (0.34) NA 0.65±0.03 (3.44) 0.006±0.001 (7.15)
F2 25.16±0.95 (15.28) 1.09±0.3 (2.66) 1.96±0.07 (10.33) 0.006±0.001 (7.24)
F3 52.87±2.18 (32.1) 16.06±4.44 (39.14) 6.97±0.33 (36.82) 0.010±0.002 (12.97)
F4 86.09±6.10 (52.27) 23.88±5.39 (58.19) 9.36±0.82 (49.41) 0.056±0.006 (72.65)
Sum total 164.69 41.03 18.94 0.077
Digestion 130.75 27.8 11.05 0.199
Differences 33.94 13.23 7.89 0.122
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Sampling 
point Zn Pb Ni Cd

C
F1 0.67±0.09 (0.4) 0.44±0.27 (1.02) 0.74±0.04 (3.84) 0.004±0.002 (5.27)
F2 24.98±0.35 (14.92) 2.27±0.25 (5.22) 1.95±0.06 (10.13) 0.006±0.001 (7.8)
F3 49.76±0.75 (29.72) 18.67±1.61 (43.01) 6.35±0.33 (32.98) 0.011±0.002 (13.57)
F4 92.01±7.71 (54.96) 22.03±2.09 (50.76) 10.22±0.28 (53.05) 0.058±0.009 (73.37)
Sum total 167.41 43.41 19.25 0.079
Digestion 117.49 23.83 9.5 0.228
Differences 49.92 19.58 9.75 0.149
D
F1 0.39±0.06 (0.25) 0.87 (1.96) 0.71±0.05 (4.26) 0.003±0.001 (3.42)
F2 20.61±0.93 (13.12) 2.22±0.20 (5.02) 1.80±0.15 (10.86) 0.008±0.002 (9.45)
F3 42.87±1.78 (27.29) 18.44±2.16 (41.68) 5.40±0.23 (32.54) 0.011±0.001 (13.2)
F4 93.20±24.93 (59.34) 22.71±4.37 (51.35) 8.68±0.77 (52.34) 0.060±0.007 (73.93)
Sum total 157.08 44.24 16.58 0.081
Digestion 114.65 33.55 9.31 0.214
Differences 42.43 10.69 7.27 0.133
E
F1 1.75±0.09 (1.18) NA 0.94±0.08 (6.19) 0.006 (7.5)
F2 31.90±8.80 (21.54) 0.89±0.65 (2.32) 1.84±0.23 (12.1) 0.015±0.003 (17.5)
F3 40.56±12.83 (27.39) 13.11±7.03 (34.09) 4.95±1.81 (32.59) 0.008±0.004 (9.11)
F4 73.89±8.05 (49.89) 24.45±6.68 (63.6) 7.46±1.67 (49.12) 0.055±0.013 (65.89)
Sum total 148.1 38.45 15.18 0.083
Digestion 137.78 35.33 19.28 0.233
Differences 10.32 3.12 4.1 0.15
F
F1 1.86±0.18 (1.47) NA 0.70±0.04 (5.8) 0.004±0.001 (7.8)
F2 55.01±11.27 (43.39) 10.35±7.28 (32.97) 2.87±1.13 (23.93) 0.015±0.006 (26.58)
F3 26.45±15.50 (20.86) 7.98±6.43 (25.42) 3.94±1.59 (32.83) 0.003±0.002 (5.07)
F4 43.45±11.19 (34.28) 13.07±4.06 (41.61) 4.49±0.73 (37.43) 0.035±0.010 (60.55)
Sum total 126.78 31.4 12.02 0.057
Digestion 116.36 25.86 14.21 0.078
Differences 10.41 5.54 2.19 0.021
G
F1 4.31±0.28 (2.17) 0.21 (0.4) 0.70±0.07 (5.8) NA
F2 78.95±3.95 (39.64) 24.32±1.37 (45.9) 7.58±0.48 (31.69) 0.031±0.003 (30.52)
F3 41.78±6.79 (20.98) 5.73±1.86 (10.82) 5.42±0.59 (22.66) NA
F4 74.12±1.77 (37.21) 22.72±4.55 (42.88) 10.23±0.49 (42.85) 0.071±0.027 (69.48)
Sum total 199.16 52.99 23.93 0.103
Digestion 191.1 25.86 20.7 0.117
Differences 8.06 27.13 3.23 0.014

Table 5 (continue)
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an average of 68.90% of the residual component. The proportion of exchangeable, acid-
reducible, and oxidisable-organic fractions is 5.09%, 15.75% and 10.27%, respectively. 
Hence, the fractionation of Cd in surface sediments of the study areas is arranged in order 
of [residual] > [acid-reducible] > [oxidisable-organic] > [exchangeable].

The residual fraction of heavy metals exhibited the highest concentration among all 
fractions, suggesting that most heavy metals found in the surface sediment of Sungai 
Buloh are derived from natural sources (Figure 6). High metal concentrations in the 
residue fraction may be attributed to proximity to mangrove areas and geological 
weathering (Doabi et al., 2017; Swati & Hait, 2017). Additionally, metals in this fraction 
are deemed biologically unavailable because they are bound within the crystal lattice, 
rendering them inaccessible (El-Azim & El-Moselhy, 2005). Meanwhile, the first 
exchangeable fraction has the lowest average percentage of metal, followed by the acid-
reducible and oxidisable-organic fractions. Together, these three fractions constitute the 
bioavailable fractions of anthropogenic origin. The high percentage of these fractions 
indicates significant anthropogenic activities, leading to substantial metal pollution in 
the water column. The percentage of Zn and Ni were significantly found to be high in 
these fractions at sampling points A, F, and G. Meanwhile, Pb was detected high at 
sampling points F and G, such as in Figure 6. This fraction poses the most significant 
potential risk to humans and aquatic organisms due to its easy availability with minimal 
changes in the sediment’s physicochemical conditions. The activities that contributed to 

Figure 6. Sequential fractioning of heavy metals in surface sediment samples of Sungai Buloh
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these pollutants in the Sungai Buloh area include industrialisation, agricultural activities 
involving the leaching of fertilisers and pesticides, manufacturing, workshops and other 
domestic activities.   

Environmental Indices

This study uses selected indices such as Igeo, CF, and PLI to evaluate the extent of heavy 
metal contamination in the sediment. Table 6 indicates the Igeo of four heavy metals in 
sediment collected from seven sampling points. The range value of the Igeo index of Zn, 
Pb, Ni and Cd are from -0.23 to 0.45, -0.07 to 0.39, -2.98 to -2.19 and -2.74 to -1.51, 
respectively. Zn has the highest value of Igeo, which is found in sampling point G with the 
value of 0.45 (Igeo Class 1). Meanwhile, Igeo for Pb in each site except for sampling point F 
has values categories in Class 1, indicating that this element presents an ecological risk. In 
contrast, the Igeo values for Ni and Cd at all sites are below 0 (Igeo Class 0), indicating that 
these elements do not pose an ecological risk. Generally, all sampling points are categorised 
as unpolluted for each metal as the Igeo is lower than 1; however, Zn and Pb, which have Igeo 
values 0 to 1, indicate unpolluted to moderately contaminated in selected sampling points 
that have a chance of causing adverse effects towards the organisms.

Table 6
The Igeo index for the sediment from Sungai Buloh

Sampling Point Zn Pb Ni Cd
A 0.22 0.35 -2.63 -2.54 
B 0.05 0.20 -2.77 -1.71 
C 0.00 0.16 -2.83 -1.55 
D -0.07 0.37 -2.98 -1.61 
E 0.00 0.30 -2.57 -1.51 
F -0.23 -0.07 -2.96 -2.74 
G 0.45 0.39 -2.19 -2.03 

The results obtained from the Contamination Factor (CF) followed a trend similar to 
that of Igeo. The CF for Zn, Pb, Ni, and Cd are within the ranges of 1.28 to 2.05, 1.43 to 
1.97, 0.19 to 0.33, and 0.23 to 0.53, respectively. According to Table 7, Zn and Pb exhibit 
CF values between 1 and 3, indicating moderate contamination across sampling points A 
to G. Conversely, Ni and Cd, with CF values below 1 at all sampling points, are classified 
as low contamination. Sampling point G has the highest PLI value at 0.84, while sampling 
point F has the lowest at 0.53. PLI values indicated that all sampling points are unpolluted, 
as the PLI values are less than 1. 

The Zn pollution in this area may originate from activities such as metal production, 
fossil fuel combustion, fertiliser use, and industrial, all of which can elevate Zn levels in 
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the environment. Pb is widely used as an additive in various applications, including lead 
pipes and paints, and contributes to pollution and gasoline leaks. Both Zn and Pb are found 
at moderate levels in the sediment of Sungai Buloh, resulting from a combination of natural 
occurrences and human activities. In contrast, Ni and Cd exhibit lower contamination levels, 
primarily due to natural occurrences leading to a low pollution status in Sungai Buloh. 
However, minimal human activities release Ni, typically used in chemical processing 
industries. Cd contamination, on the other hand, can be linked to mining and smelting 
activities, manufacturing processes, fertiliser application, and battery usage.

The findings from the study suggest that ongoing industrial, plantation, and domestic 
activities in the Sungai Buloh area, which result in the discharge of effluents containing 
heavy metals into water bodies, appear to be in compliance with the provisions outlined in 
Section 25 of the Environmental Quality Act 1974 (EQA 1974). This compliance reflects 
the effectiveness of the existing legal framework in controlling heavy metal pollution. 
However, the detection of moderate contamination underscores the necessity for continuous 
environmental monitoring to ensure that pollution levels remain within permissible limits 
and do not escalate over time.

Table 7 
Contamination Factor (CF) and Pollution Load Index (PLI) of sediment from Sungai Buloh

Point Zn Pb Ni Cd PLI
A 1.75 1.91 0.24 0.26 0.68 
B 1.55 1.72 0.22 0.46 0.72 
C 1.50 1.68 0.21 0.51 0.72 
D 1.43 1.94 0.19 0.49 0.71 
E 1.50 1.84 0.25 0.53 0.78 
F 1.28 1.43 0.19 0.23 0.53 
G 2.05 1.97 0.33 0.37 0.84 

CONCLUSION 

The distribution of selected heavy metals of Zn, Pb, Ni, and Cd in Sungai Buloh, Selangor, 
was assessed using sediment samples. The mean concentrations of these metals in the 
sediments, determined by aqua regia digestion, are as follows: Zn (130.406 ± 25.605 µg/g) 
> Pb (29.221 ± 7.811 µg/g) > Ni (13.083 ± 4.956 µg/g) > Cd (0.166 ± 0.074 µg/g). The 
sediment’s fractionation of these heavy metals was evaluated using a sequential extraction 
technique. For Zn, Pb, and Ni, the distribution follows the trend: [residual] > [oxidisable-
organic] > [acid-reducible] > [exchangeable]. For Cd, the trend is: [residual] > [acid-
reducible] > [oxidisable-organic] > [exchangeable]. Environmental indices of the sediment, 
determined by the Igeo index, indicate that Kuala Sungai Buloh, Selangor, is unpolluted to 
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moderately contaminated at selected sampling points for Zn and Pb. Meanwhile, the CF 
shows moderate contamination for Zn and Pb and low contamination for Ni and Cd. The 
PLI indicates no significant heavy metal pollution in the area, as the PLI values are below 1. 
Manufacturing, industrial, plantation, and domestic activities, mainly natural occurrences, 
contribute to the presence and occurrence of these heavy metals in the rivers and estuaries 
of Sungai Buloh; however, they do not cause major pollution in the environment. Further 
research in Sungai Buloh is recommended, particularly focusing on cockles, as this area 
is commercially significant for their cultivation. This is essential to ensure the safety of 
both aquatic life and humans.
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ABSTRACT
Selecting non-destructive inspection methods for corrosion monitoring and detection in petrochemical 
plants frequently relies on personal preferences rather than a rigorous assessment of the underlying 
rationale for specific testing techniques. Unchecked corrosion can lead to catastrophic failure; 
however, many of these inspection techniques are inefficient. Plant owners often struggle to select 
an inspection technique that is both time-efficient and provides good detectability. This study applied 
the Analytical Hierarchy Process (AHP) to identify the best ultrasonic testing technique for corrosion 
monitoring in process plants. Three techniques were evaluated: pulse-echo ultrasonic testing (UT 
A-Scan), ultrasonic thickness gauging (UTG), and phased-array ultrasonic testing corrosion mapping 
(PAUT-CM). Four attributes—time efficiency, defect detection, accuracy, and personnel training 
time—were identified from an initial set of eight attributes through expert surveys to construct the 
AHP framework. PAUT-CM demonstrated the highest efficiency, detectability, and accuracy, while 
UTG had the lowest training requirements. The AHP results indicated that PAUT-CM achieved the 
highest score of 0.4846, reflecting its effectiveness in extensive corrosion mapping scenarios. In 
contrast, UTG or UT A-Scan may yield higher scores in situations where only a limited number of 

spot detections are required. By implementing 
the systematic approach proposed in this study, 
engineers can mitigate subjective bias and make 
informed decisions when selecting the most 
suitable testing method.

Keywords: AHP, non-destructive testing, phased array 
ultrasonic testing, ultrasonic testing
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INTRODUCTION

Petrochemical plants have long encountered deterioration problems (Groysman, 2017), 
mainly due to the metallic material being the main application for fabrication and the 
environment being surrounded by corrosive substances such as carbon dioxide (CO2), 
which is mainly produced from combustion processes and chemical reactions, and 
hydrogen sulfide (H2S), generated during crude oil refining, sour gas processing, and certain 
wastewater treatment processes (Zhao et al., 2018). 

The current industry increasingly utilizes advanced materials, such as glass fiber-
reinforced and polyethylene composite pipes, to replace metals and mitigate corrosion 
issues. However, carbon steel remains the most widely used material due to its favorable 
mechanical properties and low cost (Ameh et al., 2018). Common failures in industrial 
settings stem from equipment aging, fatigue, and corrosion, which, if not properly 
managed, can lead to serious accidents, including fires, explosions, and hazardous 
substance leaks that pose significant risks to safety and production (Elwerfalli et al., 
2016; Shih et al., 2017). Since 2000, one in five major refinery accidents in the European 
Union have been attributed to corrosion failure. Research by Wood et al. (2013) analyzed 
99 corrosion-related accidents over the past 50 years in EU and OECD countries, 
emphasizing the need for ongoing vigilance regarding critical refinery equipment. Wan 
and Yang (2021) indicated that 80% of pressure vessel failures in plants are related 
to corrosion, while Laza (2017) noted that pipelines account for approximately 40% 
of significant plant losses, largely because many asset integrity management systems 
overlook piping systems in favor of more prominent components like pressure vessels 
and heat exchangers.

Corrosion can be classified into two main types: general and localized. General 
corrosion, or uniform corrosion, occurs when metal loses electrons uniformly, leading 
to gradual thinning of the material (Fajobi et al., 2019). This type of corrosion typically 
develops in the presence of chlorides, sulfides, and carbon dioxide on bare metal surfaces. 
In contrast, localized corrosion, specifically pitting corrosion, is characterized by small 
diameter but deep pits (Tai, Grzejda, et al., 2023). The detection of localized corrosion 
is particularly challenging, as it involves a process of pitting nucleation, metastable pit 
development, and steady-state pitting (Wang et al., 2021). If large pits are ignored, they 
can lead to leaks once they penetrate the material (Du et al., 2020; Shekari et al., 2017). 
Various non-destructive testing (NDT) methods, such as ultrasonic inspection, are utilized 
in petrochemical plants for several reasons. These methods feature portable equipment, 
making inspections easier to conduct. They provide real-time results, facilitating 
immediate decision-making and minimizing operational downtime. Additionally, 
NDT methods are versatile and can be applied to a wide range of materials. Their non-
hazardous nature ensures safe inspections without risks to personnel or the environment. 
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Importantly, these methods are effective in detecting internal flaws, allowing for early 
identification of potential issues and contributing to the overall safety and reliability of 
the equipment.

The propagation properties of ultrasonic waves are directly linked to the mechanical 
properties of materials, such as density and modulus of elasticity (Sampath et al., 
2021). Ultrasonic waves are also widely used in on-stream inspections to measure 
material thickness, aiding in the calculation of corrosion rates and the remaining life of 
components (Mohan et al., 2019).

Ultrasonic inspection encompasses three primary techniques: Ultrasonic thickness 
gauging (UTG), Pulse-echo ultrasonic testing (UT A-scan), and Phased array ultrasonic 
testing corrosion mapping (PAUT-CM). UTG measures the time it takes for ultrasonic 
waves to travel through a material and reflect back, providing a direct reading of material 
thickness. However, it is limited to spot measurements, which can be time-consuming 
for large areas (Ber et al., 2016). The Pulse-Echo method uses a transducer to generate 
ultrasonic waves and detect echoes, displaying the results as an A-scan, which graphically 
represents the amplitude of the reflected signals and can also be used to calculate ultrasonic 
velocity (Bazulin & Sadykov, 2018). PAUT-CM is an advanced technique that integrates 
ultrasonic testing with corrosion mapping, offering detailed information on the extent 
and location of corrosion within materials (Jamil & Yahya, 2019). Recent studies have 
highlighted the efficacy of PAUT-CM in providing comprehensive corrosion assessments, 
demonstrating its ability to detect and precisely locate corrosion features by utilizing 
multiple beam angles and depths, thereby significantly enhancing the accuracy and 
reliability of inspections (Lamarre, 2016; Turcotte et al., 2016).

Although each of these testing techniques has distinct advantages, engineers at 
petrochemical sites often select a specific technique based on personal preferences, which 
may lead to practical variations that do not yield the desired outcomes. When asked why 
a particular testing technique was chosen, it is not always feasible to obtain a satisfactory 
answer; this may be due solely to personal choices without an in-depth evaluation of the 
rationale behind the selection.

This study aims to explore the requirements of petrochemical plants in detail and 
demonstrate the selection procedure for choosing the best testing technique through the 
Analytic Hierarchy Process (AHP). In comparison to existing studies that have utilized 
the AHP for NDT, this research demonstrates a novel application specifically centered on 
ultrasonic testing techniques.

For instance, studies by Omar and Nehdi (2016) and Liu et al. (2022) have highlighted 
the importance of criteria like capability and cost-effectiveness in NDT methods. However, 
they did not focus on the comparative efficiency of ultrasonic techniques in the specific 
context of corrosion monitoring within petrochemical plants.
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This approach aims to provide a model for future petrochemical plant owners, enabling 
them to select a valid and convincing testing technique based on actual conditions rather 
than purely personal preference.

Time efficiency, defect detection, accuracy, and personnel training time were selected 
from eight attributes to construct the AHP based on the survey’s higher score. Time 
efficiency is essential as it minimizes downtime, allowing plants to quickly identify and 
address corrosion issues, thereby maintaining productivity and reducing financial losses. 
The capability of defect detection is vital for preventing minor corrosion problems from 
escalating into major failures, ensuring the integrity of critical equipment and enhancing 
safety. Accuracy in measurement is crucial for making informed maintenance decisions; 
inaccurate assessments could lead to misguided repairs or replacements, potentially 
resulting in catastrophic failures. Lastly, reducing personnel training time is important for 
ensuring that operators can swiftly adapt to advanced testing techniques, promoting a safer 
working environment and more reliable inspections. 

The AHP provides a structured, objective, and multi-criteria decision-making (MCDM) 
framework by breaking down complex decisions into manageable components. It enables 
decision-makers to organize their thoughts by defining a hierarchy of criteria and sub-
criteria relevant to the decision at hand. Each criterion is then weighed up based on its 
importance, allowing for a systematic comparison of different options. AHP quantifies 
subjective judgments through pairwise comparisons, transforming them into numerical 
values that facilitate objective analysis. This process culminates in a comprehensive range 
of alternatives based on their overall scores, helping decision-makers identify the most 
suitable choice. By integrating both qualitative and quantitative assessments, AHP supports 
informed decision-making that considers multiple factors, ultimately leading to more 
robust and justifiable outcomes in selecting testing techniques for corrosion assessment 
in petrochemical plants.

METHODOLOGY

The methodology is divided into several key steps to determine the most effective ultrasonic 
testing technique for corrosion monitoring in petrochemical plants using the AHP: Survey 
design and administration, experimental setup, AHP analysis, and sensitivity analysis 
(Figure 1).

Figure 1. Process flow chart
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Survey Design and Administration

The survey aimed to gain insights into the priority needs of petrochemical plants regarding 
NDT techniques. This information was crucial for selecting the most critical attributes for 
evaluating various NDT methods. Participants included two engineers from petrochemical 
plants, one project manager, three project engineers, one quality engineer from plant 
maintenance contractors, one NDT Level 3 technical manager, and two engineers from NDT 
companies. The survey involved two management-level candidates and eight engineers; 
however, they preferred not to disclose their company names.

The questionnaire was designed using the think tank method to ensure comprehensive 
and consensus-based feedback. This approach involved assembling a small group of experts 
from relevant sectors, including management-level candidates and engineers, to provide 
diverse perspectives. These experts participated in face-to-face discussions and video 
conferences to brainstorm and refine the eight attributes, along with their definitions, that 
were deemed important and measurable.

The survey evaluated eight attributes: cost-effectiveness, defined as low costs in terms 
of equipment, resources, and overall implementation; consistency, which ensures the 
uniform identification of defects over time and among different personnel; competence, 
indicating that the inspection process is conducted by qualified and certified personnel; 
detectability, assessing the effectiveness of identifying target defects; accuracy, highlighting 
the precise identification of defects; efficiency, characterized by minimal preparation and 
inspection time; safety, focused on minimizing potential risks; and compatibility, ensuring 
seamless coexistence with other industrial operations. These attributes were selected based 
on industry standards, expert recommendations, and their potential impact on operational 
efficiency and safety. Each participant rated the attributes on a scale from 1 to 8, with 8 
indicating the most important attribute and 1 the least important.

The survey administration was conducted both face-to-face and via video conference 
to accommodate scheduling difficulties. The results revealed that “accuracy” received the 
highest score (73), followed by “detectability” (71), “efficiency” (64), and “competence” 
(50). In contrast, lower scores were assigned to “safety” (35), “compatibility” (34), 
“cost-effectiveness” (20), and “consistency” (13). Based on these findings, four key 
attributes—accuracy, detectability, efficiency, and competence—were selected to construct 
the hierarchical structure of AHP, as shown in the network diagram in Figure 2.

Experimental Setup

Once the four most important attributes have been identified, the next step is to assign 
weights to the three testing techniques, with the exception of competence, which will be 
assessed based on the time required to train personnel using international indicators. The 
other three attributes will be compared through actual experiments.
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A specimen with artificial marks was 
designed to compare the attribute weights 
of the three testing techniques (UTG, UT 
A-scan, and PAUT-CM). As shown in Figure 
3, a 300 mm × 280 mm carbon steel plate 
with an uneven surface represents general 
corrosion, and some deep abrasion marks 
represent localized corrosion defects. Three 
different testing techniques were performed 
on the same specimen to obtain accuracy, 
detectability, and efficiency attribute weight 
results.  

Figure 2. AHP hierarchy structure

Figure 3. Artifact test specimen

Depth grind marks

Shallow grind marks

Depth grind marks

Pulse-echo Ultrasonic Testing 

The straight beam probe used for the experiment was a 4 MHz frequency single-crystal 
probe with a 20 mm diameter (Thanh et al., 2015). The test specimen was marked with a 
20 mm × 20 mm grid from A1 to N15 to ensure full coverage during scanning (Figure 4). 
The 20 mm circle represents the probe diameter, and data was collected from the grid’s 
center point to guarantee complete coverage.

The ultrasonic tests were calibrated using a V1 calibration block, with water used as the 
contact medium (Tariq et al., 2011). Three sets of readings were taken at each grid point to 
reduce human error; variations may have resulted from different pressures applied to the 
probe during the data acquisition (Wall et al., 2009). As illustrated in Figure 5, the A-scan 
data were referenced to the first backwall echo and verified using the second backwall 
echo. The total time taken to plot the grid lines and acquire data from 210 test points for a 
300 mm × 280 mm test specimen using the UT A-Scan was one hour and twenty minutes, 
which facilitated the comparison of efficiency attributes. 
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The UT A-Scan results demonstrated the ability to detect a thickness as low as 9.07 mm 
from a nominal thickness of 12 mm, which is higher than the 20% loss of wall thickness 
used to assess detectability attributes. To compare accuracy attributes, Figure 5 includes a 
specified color code to enhance visualization, which the authors added manually.

Ultrasonic Thickness Gauging

UTG is another common testing technique applied in the field to measure material wall 
loss (Bouchy et al., 2023). A grid was designed for UTG, similar to that used for the UT 

Figure 4. UT A-Scan grid line and setup 

Figure 5. UT A-Scan result presentation 
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A-scan, as shown in Figure 6. The difference was that the UTG probe had a diameter of 
10 mm, resulting in a grid design of 10 mm × 10 mm.

Figure 5 illustrates a 5 MHz twin crystal probe with a 10 mm diameter using water as 
the contact medium. The UTG requires 783 test spots to ensure complete testing coverage 
of the entire test specimen. The total time taken to plot the grid lines and acquire data from 
the 783 points is shown in Figure 7, amounting to two hours and forty-five minutes. The 
authors manually plotted Figure 7 to facilitate attribute comparisons with the other testing 
techniques.

Figure 7. UTG result presentation

Figure 6. UTG grid line and setup
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Phased Array Corrosion Mapping

PAUT-CM uses a 5L64 A12 probe, an SA12-0L wedge, and water as the contact medium. 
This technique’s advantage is that it can scan a width of 30 mm in a single pass, as shown 
in Figure 8. Therefore, only 10 scans were required for full coverage, taking a total of 15 
minutes.

The PAUT generates a plan view, which significantly reduces manual input by the 
author and provides a colored visual aid to identify different material depths. It allows 
extracted thickness readings using the cursor to point to the area of interest (Tai, Sultan, 
et al., 2023). As illustrated in Figure 9, the dark blue area represents the nominal material 
thickness of 12 mm, while the dark red indicates the thinnest area at 8.34 mm, showing 
a clear defect orientation. This feature enhances the accuracy and detectability attributes.

Figure 9. PAUT-CM result presentationFigure 8. PAUT-CM with 5L64 A12 probe

Summary of an Experiment Test 

In terms of efficiency, the UT A-Scan required 1 hour and 20 minutes to obtain material 
thickness data, while the UTG required 2 hours and 45 minutes, and the PAUT-CM only 
required 15 minutes.

For detectability, Figure 10 illustrates a comparison of the three test techniques with 
the actual material surface. The labeled numbers 1, 2, and 3 represent examples constructed 
from the results obtained using different techniques at the same location. This comparison 
shows that PAUT-CM achieves a high level of detectability, accurately locating defects 
associated with both general and localized signs of corrosion. In contrast, the UT A-Scan 
has lower detectability, as it relies on a 20 mm grid size for measurements, leading to 
inaccurate localization, similar to a low-pixel image that exhibits low resolution. Compared 
to the UT A-Scan, the UTG has a higher detection and resolution owing to the smaller grid 
size; however, it requires more time to acquire data because of the increased number of 
points and additional time needed to manually transfer and record the data. Despite this, 
its accuracy remains lower than that of PAUT-CM.
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The third attribute that can be compared to the experiment is accuracy. The PAUT 
effectively captures all actual damaged surfaces identified by the PT, and the digital cursor 
allows for measuring uneven surfaces and ground marks, providing depth information. 
Although the UTG, with its smaller diameter probe and more data points, offers better 
image quality and detectability than the UT A-Scan, it still showed less sensitivity due to 
its larger grid with fewer points, resulting in lower accuracy.

AHP Selection Criteria

The experiment assigned weights to the three attributes. In terms of the detectability 
attribute, PAUT-CM revealed all general and localized defects, matching both shape and 
location. Each participant was assigned a score of 10. UTG can detect most defects but 
lacks sufficient detail because the results are obtained via spot measurement; thus, a score 
of 7 was assigned to the UTG. A score of 4 was assigned to the UT A-Scan due to the 
board beam of the 20 mm diameter probe, which produced average spot thickness readings.

PAUT-CM scored 10 points for efficiency because of its fast processing capability. 
In contrast, UT A-Scan and UTG received scores of 5 and 3, respectively, indicating that 
the UTG required more time to achieve a comparable score. The advantage of 10 points 

Figure 10. Compare results presentation in three techniques
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for PAUT-CM is illustrated in Figure 8, which highlights its excellent accuracy. UTG 
received 7 points, whereas the UT A-Scan received 3 points, reflecting their noteworthy 
resolution capabilities.

According to the American Society for Non-destructive Testing’s recommendation 
practice SNT-TC-1A, personnel qualification and certification in non-destructive testing 
require 8 hours of training to reach level 2 in UTG, 24 hours UT A-Scan, and a prerequisite 
to UT level 80 hours plus another 80 hours for PAUT (https://inspectioneering.com/tag/
snt-tc-1a). Therefore, the highest 10 scores were allocated to UTG, followed by 8 for UT 
A-Scan and 5 for PAUT-CM, as summarized in Table 1 for the competence attribute. 

In summary, PAUT-CM offers superior detectability and efficiency, allowing for precise 
identification of both general and localized defects while facilitating rapid processing. 
However, it requires significant personnel training, which may limit its immediate applicability 
in some contexts. The advantages of UTG include lower training requirements and ease of 
use, making it accessible for operators with less expertise. Nonetheless, it lacks the detailed 
information provided by PAUT-CM and may require more time to achieve comparable 
results. UT A-Scan is beneficial for quick spot checks and simple assessments, making it 
suitable for specific applications. However, its broad beam limits its ability to detect finer 
defects and generally offers lower efficiency and resolution compared to the other methods.

The next step was to compare the four attributes and define their importance. 
Detectability emerged as the most critical attribute, followed by efficiency as the second 
most important, and accuracy next. The least important factor is competence, primarily 
because Level 2 technicians can be trained before testing is conducted. 

When comparing accuracy to competence, accuracy is deemed more important, 

Table 1 
Summary of attribute weight

Attribute UT A-Scan UTG PAUT-CM
Detectability 4 7 10
Accuracy 3 7 10
Efficiency 5 3 10
Competence 8 10 5

Table 2 
The Saaty matrix for attributes

Detectability Accuracy Efficiency Competence 
Detectability (A1) 1 5/1 2/1 7/1
Accuracy (A2) 1 1/3 2/1
Efficiency (A3) 1 5/1
Competence (A4) 1

as it is typically determined after the 
inspection site has worked with the tested 
data. This makes it more critical than one’s 
competence. Table 2 shows the Saaty 
matrix for the attributes, including the final 
comparison between competence and its 
lesser importance (Saaty, 2004).
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RESULTS AND DISCUSSION

In the detailed AHP matrix calculation, the scale identifies and interprets rating values 1-9 
by pairwise comparison of similar element pairs at each level with criteria at the next level. 
Next, priority calculations were performed on the four attributes to produce the feature 
vectors listed in Table 3. 

Table 3
The priorities calculation

C A1 A2 A3 A4 A1 A2 A3 A4 Sum of rows
(A) A/n (w)

A1 1.00 5.00 2.00 7.00 (1/1.84) 
= 0.5435

(5/9.5) 
= 0.5263

(2/3.53) 
= 0.5666

(7/15) = 
0.4667

2.103 0.5258

A2 0.20 1.00 0.33 2.00 (0.2/1.84) 
= 0.1087

(1/9.5) 
= 0.1053

(0.33/3.53) 
= 0.0935

(2/15) = 
0.1333

0.4408 0.1102

A3 0.50 3.00 1.00 5.00 (0.5/1.84) 
= 0.2717

(3/9.5)
 = 0.3158

(1/3.53) 
= 0.2833

(5/15) = 
0.333

1.2041 0.301

A4 0.14 0.50 0.20 1.00 (0.14/1.84) 
= 0.0761

(0.5/9.5) 
= 0.0526

(0.2/3.53) = 
0.0567

(1/15) = 
0.0667

0.252 0.063

1.84 9.50 3.53 15.00 1 1 1 1
The sum of individual columns 
(S)

Standardized matrix
The sum of each column = 1

Eigenvector Priority 
vector

The priority vectors obtained from the normalized feature vectors were assigned the 
following weights: detectability (w1) 0.5258, accuracy (w2) 0.1102, efficiency (w3) 0.301, 
and competence (w4) 0.063

The consistency ratio (CR) was calculated to assess the consistency of the pairwise 
comparison matrix. The CR is obtained by dividing the consistency index (CI) value by 
the random consistency index (RI). CI is derived by comparing the principal eigenvalue 
of the pairwise comparison matrix (denoted as λmax) with the matrix size (denoted as n). 
The formula for calculating CI is (λmax − n)/(n-1). The RI values can be found in Table 
4 and are recommended by Saaty (2004). If CR exceeds 10%, the evaluation may exhibit 
high randomness or inconsistency. Conversely, if the CR is less than or equal to 10%, the 
consistency of the assessment is considered acceptable.

The value of λmax represents the maximum eigenvalue of the analysis. Indicating 
the main factor or criterion that influences selection. The calculations for the maximum 
eigenvalues are presented in Table 5.

Table 4
Random consistency index

Matrix dimension 1 2 3 4 5 6 7 8 9 10
Random consistency (RI) 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
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A consistency index of 0.0066 was obtained using this algorithm. Using the RI values 
listed in Table 4, a CR of 0.007 was obtained. Since the CR is less than 10%, this indicates 
acceptable consistency in the assessment.

The attribute weights were normalized across the inspection techniques and are listed 
in Table 1. The calculation of the weighting values and the normalized attribute weights, 
as indicated in Table 6, presents the calculated normalized attribute weights. These weights 
are used further to determine the higher score testing technique, as shown in Table 7. 
According to AHP analysis, the best option was PAUT-CM = 0.4864.

The final step was to conduct a sensitivity analysis to assess the stability and 
robustness of the optimal solution in the event of changes in the model parameters 
(Balakrishnan et al., 2022). The first scenario involved altering the weighting method: 
What if all the weights were equal? The results in Table 8 indicate that the PAUT-CM 
scores were higher at 0.4373.

The second scenario examines what happens if the efficiency weight of the UTG 
increases while the efficiency weight of the UT A-Scan remains unchanged and the PAUT-
CM efficiency weight decreases due to the higher weight achieved by PAUT-CM. Table 
9 lists the equal-importance techniques for the UTG and PAUT-CM. In this scenario, the 

Table 5
Maximum eigenvalues calculation 

Eigenvector (w) w1(0.5258) w2(0.1102) w3(0.301) w4(0.063)
The sum of individual columns (S) 1.84 9.50 3.53 15
Maximum eigenvalue (λmax) (1.84x0.5258) + (9.50x0.1102) + (3.53x0.301) + (15x0.063) = 4.02

Table 6
Normalize attributes weight

Competence Norm Efficiency Norm Accuracy Norm Detectability Norm
UT A-Scan 8 0.3478 5 0.2778 3 0.15 4 0.1905
UTG 10 0.4348 3 0.1667 7 0.35 7 0.3333
PAUT-CM 5 0.2174 10 0.5555 10 0.5 10 0.4762

23 1 18 1 20 1 21 1

Table 7
The higher scores in testing technique

Detectability Accuracy Efficiency Competence Evaluation Results
Weighting Values 0.5258 0.1102 0.301 0.063 -
UT A-Scan 0.1905 0.15 0.2778 0.3478 0.2222
UTG 0.3333 0.35 0.1667 0.4348 0.2914
PAUT-CM 0.4762 0.5 0.5555 0.2174 0.4864

1 1 1 1 1
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weight of efficiency for UTG has increased from 0.1667 to 0.4904, whereas the weight 
for PAUT-CM is reduced from 0.5555 to 0.2318.

The third scenario considers what happens if the detectability weight of UTG increases 
while the detectability weight of the UT A-Scan remains unchanged and the PAUT-CM 
detectability weight decreases since the detectability weighting values comprise half of the 
overall weight. Table 10 lists the equal-importance techniques for the UTG and PAUT-CM. 
In this scenario, the detectability weight for UTG is increased from 0.3333 to 0.0.5187, 
whereas the weight for PAUT-CM is reduced from 0.4762 to 0.2908.

The PAUT-CM technique scored the highest, primarily because efficiency, detectability, 
and accuracy were ranked at the top among the three inspection techniques. Although 
competence had the least attribute of weight, it was the least important factor contributing 
to the overall result. 

Table 8
Sensitivity checks with equal weighting values

Detectability Accuracy Efficiency Competence Evaluation Results
Weighting Values 0.25 0.25 0.25 0.25 -
UT A-Scan 0.1905 0.15 0.2778 0.3478 0.2415
UTG 0.3333 0.35 0.1667 0.4348 0.3212
PAUT-CM 0.4762 0.5 0.5555 0.2174 0.4373

1 1 1 1 1

Table 9
Sensitivity checks with adjusted efficiency parameter weight

Detectability Accuracy Efficiency Competence Evaluation Results
Weighting Values 0.5258 0.1102 0.301 0.063 -
UT A-Scan 0.1905 0.15 0.2778 0.3478 0.2222
UTG 0.3333 0.35 0.4904 0.4348 0.3889
PAUT-CM 0.4762 0.5 0.2318 0.2174 0.3889

1 1 1 1 1

Table 10
Sensitivity checks with adjusted detectability parameter weight

Detectability Accuracy Efficiency Competence Evaluation Results
Weighting Values 0.5258 0.1102 0.301 0.063 -
UT A-Scan 0.1905 0.15 0.2778 0.3478 0.2222
UTG 0.5187 0.35 0.4904 0.4348 0.3889
PAUT-CM 0.2908 0.5 0.2318 0.2174 0.3889

1 1 1 1 1
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A special feature of the AHP method is that the final result also changes when attribute 
weights change. In this case, PAUT-CM was chosen mainly because a longer detection 
time and relatively large area were required. 

Our findings indicate that the PAUT-CM technique outperforms traditional methods 
like UTG and UT A-Scan in terms of detectability and efficiency. Specifically, PAUT-CM 
achieved a time efficiency improvement of approximately 80% over UTG, significantly 
reducing operational downtime during inspections.

Moreover, the AHP analysis revealed that PAUT-CM provided better detectability and 
allowed for rapid identification of both general and localized corrosion defects, confirming 
its superiority compared to methods previously analyzed in the literature. This systematic 
approach enhances decision-making and addresses the critical need for effective corrosion 
monitoring strategies in the petrochemical industry.

However, if the job requirements and circumstances have changed, and the new case 
involves checking only a few points for thickness measurements while requiring new 
technicians to be trained, then UTG or UT A-Scan may score higher. This is because the 
order of importance in the new scenario has shifted. PAUT-CM requires 20 times more 
training time than UTG, and since only point readings need to be checked, the advantage 
of PAUT-CM in terms of fast-checking times diminishes. Point readings can be reported 
without accuracy issues, making the other techniques more suitable for such a case.

This study establishes a foundational framework that offers novel insights for 
petrochemical engineers. Engineers can select an appropriate technique by considering 
practical requirements and available resources, such as the quantity and volume of 
materials to be tested, scheduling constraints, and the necessity for training personnel. 
Moreover, this systematic approach can be extended to other testing methods employed 
within petrochemical plants. 

CONCLUSION

This study presents a systematic selection method aimed at determining the most appropriate 
ultrasonic detection technique based on predetermined parameters, by experimentally 
testing three ultrasonic inspection techniques to provide reliable data and evidence for the 
advantages and limitations of each technique.

The key outcomes of this study are as follows:
1. PAUT-CM Superiority: The PAUT-CM technique emerged as the most effective 

method, scoring the highest in detectability, accuracy, and efficiency. PAUT-CM’s 
ability to provide detailed corrosion assessments and fast-processing capability 
make it a superior choice for comprehensive inspections.

2. Efficiency and Accuracy: PAUT-CM significantly outperformed UTG and UT 
A-scan in terms of efficiency, requiring only 15 minutes for full coverage compared 
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to 2 hours and 45 minutes for UTG and 1 hour and 20 minutes for UT A-scan. 
Additionally, PAUT-CM demonstrated superior accuracy in detecting general and 
localized corrosion defects.

3. Training Requirements: While PAUT-CM requires more extensive personnel 
training, its advantages in detectability and efficiency justify the investment. UTG 
and UT A-scan, though requiring less training, lack the detailed information and 
speed provided by PAUT-CM.

4. AHP Analysis: The AHP analysis confirmed PAUT-CM as the optimal choice, 
with a final score of 0.4864, followed by UTG at 0.2914 and UT A-scan at 0.2222. 
Sensitivity analysis further validated the robustness of these results.

5. Practical Implications: This study offers a foundational framework for 
petrochemical engineers to select appropriate testing techniques based on practical 
requirements and available resources. The systematic approach can be extended to 
other testing methods employed within petrochemical plants, promoting informed 
decision-making and enhancing overall safety and reliability.

By adopting the systematic approach proposed in this study, engineers can overcome 
subjective bias and make informed choices when selecting an appropriate testing method. 
This enhances the overall decision-making process, promotes reliability, and increases the 
effectiveness of field inspections. It is hoped that this research will introduce the concept 
of AHP to a broader engineering audience, empowering them to make more informed and 
reliable decisions in the future.
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APPENDIX
Questionnair e for Sur vey on NDT Techniques

This survey aimed to gather insights into the priorities and needs of petrochemical plants regarding 
non-destructive testing (NDT) techniques for corrosion monitoring. This survey aimed to identify 
the most important attributes associated with various ultrasonic testing techniques. The findings 
from this survey will inform the Analytic Hierarchy Process (AHP) used in this study, ensuring 
that the selected ultrasonic testing techniques align with the industry’s most pressing needs and 
preferences. The results will ultimately contribute to the development of a systematic approach for 
selecting the most suitable corrosion monitoring methods, minimizing subjective bias and enhancing 
operational efficiency.

Section 1: Par ticipant Infor mation
Name
Position
Company (optional)
Years of Experience

Section 2: Attr ibute Evaluation
Please rate the following attributes on a scale from 1 to 8, where 1 indicates the least important and 
8 indicates the most important for corrosion monitoring.

Attribute Description Rating
(1-8)

Cost-effectiveness The overall costs are associated with the equipment, resources, and 
implementation of the testing technique.

Consistency The ability to uniformly identify defects over time and across different 
personnel.

Competence Qualification and certification levels are required for personnel 
conducting the inspection.

Detectability The effectiveness of the testing technique in identifying target defects.
Accuracy The precision in identifying defects and providing reliable data.
Efficiency The time required for preparation and inspection is relative to the area 

being tested.
Safety The potential risks involved in the inspection process.
Compatibility The ability of the testing method to integrate seamlessly with other 

industrial
operations.

Section 3: Additional Comments
1. What attributes do you consider most critical for NDT techniques in petrochemical plants?
2. Do you have any other suggestions or comments regarding NDT techniques?
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ABSTRACT

This research aims to evaluate the effectiveness of employing an augmented reality-based Picture 
Exchange Communication System (PECS) to enhance the communication skills of autistic 
students in Indonesian language subjects. A systematic literature review collected and analyzed 
various studies integrating PECS with augmented reality technology in educational settings. The 
study comprised three stages: determining keywords, searching for article data, and determining 
inclusion criteria. The findings from this review indicate that augmented reality-based PECS 
significantly enhances verbal and nonverbal communication abilities among autistic students. 
Key advantages of this approach include increased interactivity, enhanced visualization, and 
heightened student motivation. However, challenges such as requiring specialized equipment and 
sufficient teacher training were identified. Additionally, the review revealed fluctuations in the 
number of publications on PECS use across different years. This research aims to contribute to 
communication training for autistic children, particularly in the context of learning the Indonesian 
language. This study aims to inform educational practices and stimulate further research in this 
area by highlighting the benefits and challenges of AR-based PECS integration.

Keywords: Augmented Reality, autism spectrum 
disorder (ASD), communication, Indonesian, picture 
exchange communication system (PECS) 

INTRODUCTION

Autism Spectrum Disorder (ASD) is a group 
of neurobiological developmental disorders 
that present significant challenges in social 
interaction, communication, and repetitive 
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behaviors (Parisi et al., 2015). Symptoms of ASD generally appear before a child is three 
years old (Johnson, 2008). ASD is characterized by varying degrees of difficulty in social 
interaction and communication. Other characteristics include atypical patterns of activity 
and behavior, such as difficulty transitioning from one activity to another, a strong focus 
on details, and unusual reactions to sensory experiences (Kaufmann et al., 2004; Wetherby, 
2006).

Children with ASD often experience difficulties understanding and using language, a 
key aspect of everyday communication skills (Wetherby, 2006; Tager-Flusberg et al., 2005). 
In Indonesia, as awareness of ASD increases, innovative therapeutic approaches are being 
introduced to improve the communication skills of these children in formal educational 
contexts, including Indonesian language learning.

The Picture Exchange Communication System (PECS) is a widely used alternative 
communication method for children with ASD. PECS utilizes pictures to help children 
express desires, ask for help, or communicate their needs (Frost, 2002). The PECS method 
is often combined with augmented reality (AR) technology. For example, Taryadi and 
Kurniawan (2018) researched using an augmented reality-based multimedia PECS method 
as a learning alternative to training communication skills in autistic children.

Augmented reality (AR) technology offers new potential in education, especially for 
children with special needs such as ASD. AR allows integration between the real world 
and virtual elements, providing a more immersive and engaging learning experience 
(Billinghurst et al., 2015). In the context of PECS, the use of AR can enhance the interest 
and involvement of children with ASD in the language learning process.

Previous studies have shown that using AR technology in the education of children 
with ASD can facilitate learning, improve social skills, and reduce anxiety (Ramdoss et al., 
2011). However, little research has focused on the integration of PECS with AR, especially 
in the context of teaching Indonesian language subjects. Therefore, in-depth research on 
the effectiveness of using AR-based PECS to improve Indonesian language communication 
skills in students with ASD is both relevant and important to carry out.

This research aims to explore the extent to which AR-based PECS can improve the 
verbal and nonverbal communication skills of autistic students in the context of Indonesian 
language teaching. By utilizing this approach, it is hoped that empirical evidence will be found 
to support the use of AR technology as an effective tool for increasing the participation and 
academic achievement of students with ASD in learning the Indonesian language.

STUDY LITERATURE

Review of Picture Exchange Communication System (PECS)

The PECS is an alternative communication method that enables individuals with limited 
or no communication skills to communicate using pictures (Bondy & Frost, 1994). PECS 
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involves several phases designed to teach users to recognize, select, and exchange images 
corresponding to specific situations or needs.

The PECS process starts with an initial phase where individuals learn to exchange 
images for desired objects. For instance, a child who desires a drink receives a drink card 
and gives it to an adult to get the drink. Through repetition, children grasp that exchanging 
pictures elicits desired responses. Subsequent phases in PECS focus on advancing 
communication skills, including basic sentence structure and comprehension of verbal 
language (Bondy & Frost, 2001).

Howlin et al. (2007) investigated the effectiveness of PECS in enhancing communication 
skills among children with autism. The study involved 84 autistic children aged 4 to 10 
years, divided into two groups: one received a PECS intervention, while the other received 
a non-PECS communication intervention as a control. Results indicated significant 
improvements in communication initiation and use of picture symbols among children in 
the PECS group compared to the control group. For instance, Danny, a participant who 
previously relied on non-verbal behavior, successfully used PECS to request food and toys 
within three months of intensive training. This research underscores PECS as an effective 
tool for enhancing communication skills in children with autism.

Review of Augmented Reality (AR)

AR technology integrates digital elements interactively and in real-time with the real 
world (Dargan et al., 2023). AR technology enables users to perceive and interact with 
virtual objects overlaid in their real-world environment using devices such as smartphones, 
tablets, or specialized AR glasses (Azuma, 1997). It captures real-world images through a 
device’s camera and augments them with digital information or objects through software 
processing (Billinghurst et al., 2015).

For instance, educational applications utilizing AR can project 3D models of human 
body organs when a smartphone camera is aimed at relevant images or text in textbooks 
(Figure 1). Users can interact with these models, rotate them, and access additional 
information by tapping on specific parts (Billinghurst & Duenser, 2012). Another 
application of AR is technical training, where technicians can view step-by-step guides 
overlaid on the equipment they are repairing, aiding in easier and more efficient instruction-
following (Tang et al., 2003).

Review on Autism Spectrum Disorder (ASD)

ASD comprises a range of neurobiological developmental disorders that present significant 
challenges in social interaction, communication, and consistent behavior (Parisi et al., 
2015). Individuals with ASD commonly experience difficulties in various areas, including 
language comprehension, appropriate social interactions, and cognitive flexibility. The 
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disorder can manifest across a spectrum of symptoms and severity levels, from mild to 
severe. Symptoms typically emerge early in life, often before age 3, although diagnosis 
can occur at any age (Johnson, 2008). Diagnostic criteria for ASD encompass restricted 
and repetitive behavioral patterns, difficulties in social interaction, and challenges in using 
and understanding verbal and nonverbal language.

ASD affects approximately 1 in 160 children worldwide, with prevalence showing 
an upward trend in recent decades (Baio et al., 2020). While the exact causes of ASD 
remain unclear, research suggests that genetic and environmental factors contribute to its 
development (Geschwind, 2009). Diagnosis typically involves behavioral observation and 
standardized diagnostic criteria such as the Diagnostic and Statistical Manual of Mental 
Disorders (DSM-5) or the International Classification of Diseases (ICD-11), necessitating a 
comprehensive evaluation by a multidisciplinary team of medical doctors and psychologists.

The management of ASD typically involves an interdisciplinary approach encompassing 
behavioral therapy, speech therapy, specialized educational interventions, and robust family 
support (Matson & Kozlowski, 2011). While ASD is a lifelong condition, early intervention 
and targeted interventions can markedly enhance the quality of life for individuals affected 
by facilitating their adaptability and independence in diverse social and educational settings 
(Matson & Kozlowski, 2011).

Review of Indonesia Language Learning

Learning Indonesian in Indonesia is an integral part of the national curriculum, aiming to 
develop students’ literacy and communication skills (Pakpahan et al., 2023). Indonesian is 
taught as a main subject and as a language of instruction in various scientific disciplines. 
One of the challenges in learning Indonesian is the diversity of students’ mother tongue 
backgrounds, considering that Indonesia consists of various ethnicities and regional 
languages. Therefore, the approach must be inclusive and able to bridge this linguistics.

Figure 1. Top 10 publications: Article counts
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Examples of successful implementation can be seen in literacy programs in elementary 
schools, which combine conventional learning methods with digital technology. For 
example, interactive reading applications attract students’ interest in practicing reading 
and writing more often. Apart from that, teachers also often use collaborative learning 
strategies, such as group discussions, which encourage students to think critically and 
creatively when using Indonesian.

Conditions for learning Indonesian are also influenced by the availability of resources, 
such as textbooks, learning media, and teacher training (Indriyani et al., 2023). In urban 
areas, access to these resources is relatively better compared to rural areas. Therefore, the 
government continues to strive to improve the distribution of educational resources so that 
equal distribution of learning quality can be achieved throughout Indonesia.

Overall, Indonesian language learning in Indonesia continues to develop, supported 
by innovation in teaching methods and educational technology. Although there are still 
challenges, especially related to the diversity of regional languages   and limited resources in 
some regions, ongoing efforts to improve the quality of education are expected to produce 
a more literate and communicative generation in Indonesia.

METHOD

This research used a literature review as a method. We examine the effectiveness of using an 
augmented reality-based PECS to improve the communication skills of autistic students in 
Indonesian language subjects. This research consists of three stages, as shown in Figure 2.

The results of this review aim to provide a comprehensive understanding of the potential 
benefits and challenges associated with integrating AR-based PECS in educational settings 
for autistic students.

Figure 2. Research stages
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Determining Keywords

The first step taken in this research is to determine the keywords that will be used to collect 
article data. The keywords used in this research are:

1. For Scopus:
• `TITLE-ABS-KEY (“autism spectrum disorder”) AND TITLE-ABS-KEY 

(“Picture Exchange Communication System”) AND TITLE-ABS-KEY 
(“communication”) AND PUBYEAR > 2013 AND PUBYEAR < 2025 AND 
(LIMIT-TO (LANGUAGE, “English”)) AND (LIMIT-TO (SRCTYPE, “j”))

These keywords were chosen to filter relevant and specific articles, particularly those 
about the use of PECS and its impact on communication in autistic students.
2. For Google Scholar:
• “Autism spectrum disorder” AND “picture exchange communication system” 

AND “communication” AND “education”`
Searches using these keywords were designed to achieve broader coverage of relevant 
sources, including those not covered in the Scopus database.
The selection of keywords is based on terminology that is often used in related research 

and is directly relevant to this research topic. In addition, the determination of these keywords 
took into account the focus of the research, namely the integration of PECS technology with 
technological approaches such as AR in educational settings for students with ASD.

Article Data Search

The second step after determining the keywords is searching for article data. Scopus 
and Google Scholar databases were chosen for this purpose. Scopus-indexed articles are 
collected directly from [Scopus] (https://www.scopus.com), while Google Scholar-indexed 
articles are gathered with the help of the Publish or Perish application and from [Google 
Scholar] (https://scholar.google.com). This process ensures a comprehensive and diverse 
collection of research articles relevant to the study’s focus on AR-based PECS and its 
impact on communication skills in autistic students.

Determination of Inclusion Criteria

The final stage involves determining inclusion and exclusion criteria to ensure the articles 
used are appropriate to the research focus. The criteria set are as follows:

1. Inclusion Criteria:
(a) Only journal articles were considered relevant documents for this research.
(b) Articles published between 2014 and 2024.
(c) Articles in English and Indonesian.
(d) Articles sourced from Google Scholar (https://scholar.google.com) and Scopus 

(https://www.scopus.com) databases.
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(e) Articles that explicitly discuss communication skills, children with autism, 
communication training methods, education, and augmented reality 
technology.

2. Exclusion Criteria:
(a) Articles that were not in English or Indonesian were excluded.
(b) Articles with incomplete identity data, such as year of publication or citation 

information.
(c) Articles in books, proceedings, technical reports, or other documents that are 

not scientific journal articles.
 The data collection process was carried out on July 5, 2024. Based on the search 

results:
(a) A total of 82 articles were found in the Scopus database.
(b) A total of 98 articles were found in the Google Scholar database.

The article selection process was carried out systematically to ensure that only articles 
that met the inclusion criteria were used in the analysis. Articles that did not meet the 
exclusion criteria were excluded from further processing, hereby ensuring the rigor and 
relevance of the literature review results.

RESULTS AND DISCUSSION

Summary of Findings from Previous Studies

The findings from previous research regarding the use of Augmented Reality-based PECS 
are presented in Table 1.

Based on Table 1, the use of PECS proves highly beneficial for enhancing 
communication skills in autistic children (Taryadi et al., 2019; Taryadi & Kurniawan, 2018; 
Lutfianti et al., 2023; Travis & Geiger, 2010; Pérez-Fuster et al., 2022; Wang et al., 2022; 
Zhang et al., 2023). These studies demonstrate that PECS helps autistic children express 
their needs, wants, and feelings effectively. Moreover, findings suggest that PECS can 
mitigate negative behaviors stemming from communication frustrations.

In addition to improving communication skills, the PECS method can also enhance 
learning skills in autistic children (Khowaja et al., 2020). This method facilitates 
communication and increases their engagement in teaching and learning activities. PECS 
offers a clear structure that is easily understood by autistic children, enabling them to follow 
instructions and tasks better. Thus, PECS plays a crucial role in promoting more inclusive 
and effective learning environments for children with special needs.

The integration of PECS with AR has received a highly positive response and can 
capture student interest. Augmented reality is recognized as a highly effective technology in 
understanding educational and treatment methods (Hossaeini & Foutohi-Ghazvini, 2016). 
Using AR with PECS provides a more interactive and immersive learning experience, 
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Table 1 
Research regarding the use of Augmented Reality-based PECS

Research and 
Year (Ref.) Journal Results

Taryadi et al. 
(2019)

Journal of 
Telematics and 
Informatics

The research results demonstrate that the proposed application 
aligns with the aesthetic design principles of the MDA framework, 
making it highly acceptable to autistic children and providing a 
positive impact. Additionally, it creates a more enjoyable learning 
environment for both autistic children and teachers.

Taryadi and 
Kurniawan 
(2018)

Journal of 
Physics: 
Conference Series

The study results indicated that the average level of communication 
skills before treatment was 47%. During the treatment phase, this 
average increased to 65%. Following the intervention, it increased 
further to an average of 76%.

Hossaeini 
and Foutohi-
Ghazvini 
(2016)

Journal of Modern 
Rehabilitation

The research results demonstrate significant differences in children's 
performance before and after implementing the play learning 
method. Furthermore, the study highlights augmented reality as a 
highly effective technology in enhancing educational and treatment 
methods.

Lutfianti et al. 
(2023)

Educational 
Insights

The research results show that Augmented Alternative 
Communication (AAC) through PECS media can improve the 
communication skills of autistic children.

Travis and 
Geiger (2010)

Child Language 
Teaching and 
Therapy

The results from this study indicated highly effective treatment 
outcomes for requests, while outcomes for comments and length of 
verbal utterances varied. Both participants demonstrated a significant 
increase in intentional communicative acts (ICA), notably in demand 
(function) and the development of communication forms.

Pérez-Fuster et 
al. (2022)

Children The results of this study suggest that autistic children can improve 
their RJA (Responding to Joint Attention) skills with targeted and 
engaging interventions based on accessible augmented reality 
technology tools.

Wang et al. 
(2022)

Applied Sciences The results showed that our help request module interface was 
effective in assisting children with ASD at various levels. The 
proposed AR sentence intervention helps them create their scenarios, 
organize communication with their peers, and request help.

Zhang et al. 
(2023)

International 
Journal of 
Disability, 
Development and 
Education

The results showed that the three participants who acquired the target 
request skill were able to generalize its use to similar unexpected 
situations (different classrooms with different teachers), and they 
also met this criterion during the maintenance sessions. This study 
contributes to the evidence supporting the use of the PECS-TS for 
visually impaired (VI) and intellectually disabled (ID) students.

Khowaja et al. 
(2020)

IEEE Access The research results demonstrate that A) is beneficial for children 
with ASD in learning various skills.

Hou et al. 
(2024)

International 
Journal of 
Developmental 
Disabilities

The results of this study demonstrated a significant increase in 
verbal and nonverbal communication behaviors following a two-
month PECS intervention. A larger proportion of children in the 
robot-based intervention group showed significantly improved social 
communication skills, both verbal and nonverbal, compared to those 
in the human-based intervention group.
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Research and 
Year (Ref.) Journal Results

Munir et al. 
(2024)

Data and Metadata The results of this research highlight that studies on the communication 
skills of autistic children remain a significant research trend, 
showing increased interest from researchers between 2015 and 2022. 
Additionally, this research suggests that the characteristics of project-
based learning can enhance autistic children's communication skills, 
particularly when augmented with AR.

Munir et al. 
(2018)

International 
Journal of 
Emerging 
Technologies in 
Learning (Online)

The results of the research indicate that learning with the MESE 
application improves students' reading and memorization skills, 
although some sessions showed a decline or stability.

Khoirunnisa et 
al. (2023)

Computers The results of this research indicate that developing a prototype 
tailored to the characteristics of autistic children is crucial for 
ensuring that the information conveyed is readily accepted.

Khoirunnisa et 
al. (2024)

Journal of Special 
Education 
Technology

The research results indicate that using a personalized learning model 
based on AR can enhance student learning outcomes in reading 
words and syllables. However, there was no significant improvement 
in learning outcomes for letter recognition.

Table 1 (continue)

which enhances student motivation and engagement. Through AR, children can experience 
vivid and contextual visualizations, making it easier to understand and retain information. 
Research indicates that this technology serves as a valuable tool in supporting inclusive 
and adaptive education for children with autism.

Publication Trends (2015–2024)

Figure 3 illustrates the research development using the PECS based on the Scopus database, 
while Figure 4 depicts the development based on the Google Scholar database. Analysis 
of Figures 3 and 4 reveals that research on PECS shows similar trends, characterized by 
fluctuations in annual publication numbers (peaks and dips). The primary difference lies in 
the total number of documents found. Figure 3 indicates that the highest peak in publications 
occurred in 2022, with 12 documents and the lowest peak was in 2016–2017, with three 
documents each. Conversely, Figure 4 shows the highest peak in 2017 with 14 documents 
and the lowest peak in 2015–2016 with five documents each.

These results reflect heightened awareness and interest in developing effective 
intervention methods for children with autism. Increased studies in specific years, such as 
2022, can be attributed to greater support from academic institutions and governments for 
research in education and therapy for children with special needs. Conversely, fluctuations 
in publication numbers may result from variability in research funding, shifts in educational 
policies, and advancements in technology supporting PECS applications.
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In years with a few publications, such as 2016–2017, researchers may have been in 
the early stages of integrating new technologies like augmented reality with PECS. As 
technology advances over time, more research can be conducted, potentially leading to 
increased publications in subsequent years. These fluctuations indicate that while there is 
sustained interest in PECS, external factors such as funding and technological developments 
significantly influence research productivity (Khowaja et al., 2020).

Figure 4. Development of the number of publications per year (Google Scholar)

Figure 3. Development of the number of publications per year (Scopus)
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Influential Publication Sources

Figure 1 shows that Advances in Neurodevelopmental Disorders, Developmental 
Neurorehabilitation, and Autism are the three main sources that contribute most to this 
research area, with 4 and 3 articles contributing, respectively. The existence of these journals 
as main references shows the high relevance and quality of the publications produced. 
Advances in Neurodevelopmental Disorders and Developmental Neurorehabilitation, for 
example, frequently publish in-depth research on intervention and rehabilitation for children 
with developmental disorders, which provides an important basis for other researchers in 
developing new methodologies and approaches.

In addition, the autism journal is known as one of the leading journals that specifically 
focuses on the autism spectrum, offering a variety of research ranging from diagnosis 
and intervention to educational policy. The dominance of these three journals reflects the 
tendency of the research community to rely on reliable sources that have high credibility 
in the field of neurodevelopmental disorders and autism. This also indicates that the 
research in these journals has a significant impact and is widely recognized by researchers 
and practitioners in the field, which ultimately contributes to improving the quality and 
effectiveness of interventions and understanding of developmental disorders in children.

Productive Regions

Figure 5 displays the top 10 countries/regions based on the number of articles published. 
From this data, the United States contributed the most publications compared to other 
countries (N=34). Followed by India (N=10) and England (N=8). Of the total publications, 
the United States accounted for 34%. The dominance of the United States in these 
publications can be interpreted as an indication of high investment in research and 

Figure 5. Top 10 countries: Article counts
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development, as well as efforts by governments and educational institutions to improve 
the quality and quantity of research.

The dominance of the United States in the number of publications shows the country’s 
commitment to supporting scientific research through various initiatives, such as large 
funding for research projects, partnerships between universities and industry, and the 
existence of a strong research network. On the other hand, the positions of India and the 
UK as the second and third largest contributors to publications indicate that these countries 
are also starting to pay greater attention to scientific research. The significant difference 
in the number of publications between the United States and other countries reflects gaps 
in available research resources and infrastructure. However, with increasing globalization 
and international collaboration, this gap is hoped to decrease so that research can develop 
more evenly worldwide.

Research Subject Area

Figure 6 presents subject areas frequently used in research. From these data, the medical 
field is the topic most frequently researched, with a percentage of 28% (N=48) of the 
total articles. This shows the high interest and need for research in the field of medicine, 
which is likely driven by efforts to find better and innovative health solutions. The field of 
psychology followed second with 18% (N=32), reflecting the importance of understanding 
behavior and mental health in modern society. Social sciences came in third with 14% 
(N=24), indicating the important role of social studies in addressing various societal issues.

Additionally, health professions (N=18, 10%) and neuroscience (N=15, 10%) also 
made significant contributions, highlighting the relevance of interdisciplinary research in 

Figure 6. Frequently investigated subject areas and research trends
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the health field. Computer science (N=15, 9%) reflects technological developments and 
their applications in various aspects of life, including medical and social. Meanwhile, 
the fields of arts and humanities (N=8, 5%), dentistry (N=6, 3%), and engineering (N=5, 
3%) show that although their contributions are relatively small, there is still significant 
attention to these fields. This data indicates the diversity and broad spectrum of research 
conducted, as well as the importance of collaboration between scientific disciplines to 
solve complex problems in society.

Autism Spectrum Disorder (ASD) Communication Skills

Communication skills in individuals with ASD commonly face substantial challenges. 
Studies demonstrate a broad spectrum of communication abilities among those with 
ASD, ranging from limited language skills to proficient use of complex language in 
specific contexts (Tager-Flusberg, 2006). Factors including the severity of ASD, level of 
intelligence, and co-occurrence of other developmental disorders can influence the range 
of communication skills and individual exhibits (Tager-Flusberg, 2006).

Management of communication skills in individuals with ASD involves an 
interdisciplinary approach that includes speech therapy, behavioral therapy, and special 
educational strategies designed to systematically support the development of communication 
skills (Koegel et al., 2001; Kasari & Smith, 2013). A structured and consistent approach can 
help individuals with ASD to improve their ability to communicate with their surroundings, 
as well as facilitate better social and academic integration.

As explained, ASD is a neurobiological condition that can impact various facets 
of an individual’s communication skills. Individuals with ASD frequently encounter 
difficulties in comprehending and utilizing both verbal and nonverbal language. Verbal 
communication in individuals with ASD often involves limitations in complex language use 
and may include echolalia and the repetition of words or phrases. They may struggle with 
constructing structured sentences or comprehending language in diverse social contexts 
(Tager-Flusberg, 2007). 

In addition to verbal communication, nonverbal communication skills are crucial in 
ASD. This encompasses the ability to utilize facial expressions, eye contact, hand gestures, 
or body positioning to convey meaning and engage with others (Mundy et al., 1990). 
Children with ASD often struggle with interpreting emotional expressions from others or 
expressing their feelings nonverbally.

Effectiveness of AR-based PECS in Communication with Autistic Children

The PECS is an alternative communication method that utilizes pictures to aid children 
with ASD in communication (Bondy & Frost, 2001). PECS has demonstrated effectiveness 
in enhancing both verbal and nonverbal communication skills among children with ASD, 
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enabling them to express their needs, desires, and emotions more effectively (Bondy & 
Frost, 2001; Howlin et al., 2007).

AR, as an adjunct to PECS, has emerged as an innovative approach to supporting 
communication in children with autism. AR enhances learning experiences by blending 
virtual and real-world elements, which can enhance visual and interactive appeal, 
particularly for children with ASD (Billinghurst et al., 2015). Recent studies highlight 
that integrating PECS with AR can increase motivation among autistic children to engage 
in communication and interaction while also aiding in a better understanding of language 
context (Taryadi et al., 2019; Taryadi & Kurniawan, 2018; Lutfianti et al., 2023; Travis & 
Geiger, 2010; Hou et al., 2024).

Although still relatively new, the integration of AR with PECS shows promise as a 
method to enhance communication effectiveness and learning outcomes in autistic children. 
This technology supports their social interactions and provides enhanced visual stimuli 
for understanding language and abstract concepts (Ramdoss et al., 2011). Therefore, the 
combination of PECS with AR holds significant potential to enhance the quality of life 
for autistic children by improving their communication abilities across various contexts.

Using AR-based PECS with students with ASD can have a long-term positive impact 
on their communication skills. With AR technology, students can more easily access 
symbols and images that represent their needs or desires, making conveying messages 
easier. This can accelerate the development of their non-verbal communication skills, 
which are very important in everyday interactions. Through the use of AR, students can 
be invited to practice communicating in various situations, both at home, school and in 
public environments, so that they can more easily adapt their skills to different contexts. In 
addition, AR-based PECS also supports the development of social skills in autistic students. 
By facilitating more effective communication, students can more actively participate in 
social interactions with classmates, teachers, and family. However, although AR-based 
PECS can provide many benefits, there are also potential limitations, such as dependence 
on technological devices or difficulty transitioning from the use of technology-based 
symbols to direct interaction with others. Therefore, ongoing supervision and support are 
very necessary so that this positive impact can be achieved optimally.

As explained, the use of AR-based PECS for children with ASD is considered effective. 
However, the effectiveness of using AR-based PECS is highly dependent on individual 
differences among autistic students, such as age, severity of autism, sensory preferences, 
and social and cognitive abilities. The following is a further explanation regarding the 
effectiveness of using AR-based PECS for children with ASD:

1. Younger children tend to be more interested in the visual and interactive elements 
provided by AR, thereby increasing their engagement with AR-based PECS 
(Bremner, 2023). In contrast, older children, who may be more familiar with the 
use of technology, can adapt more quickly and use the more complex features of 
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AR to improve their communication. Therefore, adjusting the design based on age 
is essential to maximize the effectiveness of AR-based PECS.

2. Students with milder levels of autism severity may be better able to use AR 
independently, allowing them to utilize AR-based PECS in a more independent 
context. Meanwhile, students at higher levels of severity may require additional 
support in interacting with this technology, either through hands-on guidance or 
simpler visual elements. This shows the importance of being able to adjust the 
level of difficulty or interactivity in AR applications according to the severity of 
the student’s condition (Khowaja et al., 2020).

3. Every autistic student has different sensory preferences (Gentil-Gutiérrez et al., 
2021). Some may be more sensitive to visual or sound elements, while others 
may be more comfortable with simpler elements or more focused on movement. 
The design of AR-based PECS must be flexible enough to accommodate these 
varying preferences, allowing students to customize their experience to be more 
comfortable and effective in communicating.

4. Children with better social and cognitive skills tend to master the use of AR more 
quickly to improve their communication. However, students with difficulties in 
social or cognitive aspects may require a more personalized approach and longer 
adaptation time. Therefore, ongoing evaluation and adjustments in design are 
essential to ensure that AR-based PECS can be implemented effectively according 
to students’ social-cognitive needs.

The Role of Augmented Reality (AR) in Education

AR plays a significant role in education by providing a highly interactive and immersive 
learning approach. AR technology facilitates the integration of virtual elements, such as 
images, videos, and 3D animations, into the real world through devices like smartphones 
or tablets. Its application in education enhances learning experiences, making them more 
engaging and boosting student motivation and participation.

In educating children with autism, AR can be applied with the AR-based PECS system, 
which helps children communicate using images. This system allows children to exchange 
virtual images for desired objects or actions. This AR-based implementation of PECS 
can be applied at various levels of education, from early childhood education (PAUD) to 
elementary school, especially in subjects that involve communication, such as Indonesian, 
Mathematics and Science. AR-based PECS can also be used in both formal settings, such 
as schools, and non-formal settings, such as therapy centers or home learning, allowing 
for flexibility in teaching approaches (Bai et al., 2014).

One of the advantages of AR is its capability to present educational content visually 
and contextually, which aids in students’ comprehension of complex concepts. AR can 
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be utilized for virtual simulations and experiments that might be impractical or unsafe 
to conduct in real-world settings, thereby offering safe and comprehensive learning 
opportunities (Radu, 2014).

Research indicates that integrating AR in education can enhance student learning 
outcomes. In their meta-analysis, Küçük et al. (2016) demonstrated that AR increases 
learning motivation and provides a more enjoyable and effective learning experience. 
Therefore, AR represents a technology with significant potential for integration into 
educational curricula across various levels.

In the education of autistic children, AR plays a crucial role in enhancing student 
engagement and motivation. AR facilitates the creation of interactive and immersive 
learning environments where students can interact with virtual objects in real-world 
contexts. This technology aids autistic children in comprehending abstract concepts more 
easily through clearer and more realistic visualizations (Chen et al., 2015). Moreover, 
the use of AR in the education of children with autism can alleviate anxiety and enhance 
attention, addressing common challenges associated with autism spectrum disorders 
(Escobedo et al., 2014).

Other studies indicate that AR can be utilized to bolster academic skills like reading, 
writing, and arithmetic through applications tailored to the specific needs of children with 
autism (Bai et al., 2014). Therefore, integrating AR into the education of children with 
autism serves as a visual aid and a versatile medium to support various aspects of children’s 
development. Figure 7 exemplifies the application of AR as a learning medium for autistic 
children, as researched by Julianingsih and Huda (2022).

Figure 7. An example of using AR is educating autistic children (Julianingsih & Huda, 2022)
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The Importance of AR Research in the Education of Children with Autism in 
Indonesia

In Indonesia, the use of AR technology to enhance the learning experience of children 
with ASD has become a rapidly growing research area globally. These studies show that 
AR is useful not only for improving the academic skills of children with autism but also 
for reducing anxiety and increasing their attention in educational contexts.

Indonesia, as a country with an increasing number of children with autism (Riany et 
al., 2016), has great potential to develop and integrate AR technology into the education of 
children with autism. Research related to the use of AR in Indonesia, such as that conducted 
by Saripudin et al. (2022) and Julianingsih and Huda (2022), provides an overview of 
the application of this technology in a local context. Therefore, a recent review of the 
application of AR for children with autism in Indonesia is very relevant, considering the 
need to understand the challenges and opportunities in this country, which has different 
cultural and educational characteristics compared to other countries.

By focusing on AR technology, Indonesia can gain deeper insight into its effectiveness 
in addressing the specific needs of children with autism and contribute to global research 
that has developed in various countries. Further research in Indonesia could enrich 
knowledge about the application of AR in developing countries and provide guidance for 
wider implementation in the future.

Advantages and Challenges of Using the PECS in Learning

One of the primary advantages of PECS is its effectiveness in enhancing the communication 
skills of children with autism. Using pictures, PECS enables children to express their 
wants and needs clearly and clearly, thereby reducing frustration and negative behaviors 
associated with communication difficulties (Bondy & Frost, 2001). Research demonstrates 
that PECS can improve verbal and nonverbal communication abilities and enhance social 
skills in children with autism (Charlop-Christy et al., 2002). Furthermore, PECS is highly 
adaptable to individual needs, allowing for personalized and effective interventions (Preston 
& Carter, 2009).

However, implementing AR-based PECS may require a greater investment, especially 
in the procurement of technological devices such as tablets or smartphones and the 
development of appropriate applications. In regions with limited resources, this can pose 
a significant challenge due to budget constraints for providing the necessary equipment 
and training. Moreover, the ongoing maintenance and updates of the software can add to 
operational costs in the long term.

In addition to these financial challenges, implementing PECS presents several other 
obstacles. One of the primary hurdles is the need for intensive training for teachers and 
parents to ensure the effective use of PECS. Logistical challenges also arise when providing 
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PECS materials, particularly in schools with limited resources. Furthermore, research 
indicates that children may require a significant amount of time to master the effective use 
of PECS, emphasizing the importance of patience and consistency throughout the process 
(Alsayedhassan et al., 2016).

Although our current research focuses on AR-based PECS for autistic children, it would 
also be important to explore its application to children who are blind or have other sensory 
disabilities. In this case, modifications and adjustments are required, such as adding devices 
to accommodate visual impairments. Therefore, we plan to investigate these modifications 
further in our future research to ensure that AR-based PECS can be effectively applied to 
a wider range of sensory disabilities.

The Impact of Using the AR-Based PECS on Indonesian Language Subjects

The impact of implementing a PECS based on AR in Indonesian language subjects can 
significantly enhance the communication skills and engagement of autistic students. 
AR-based PECS introduces interactive and dynamic visual aids that capture students’ 
interest, thereby making learning more enjoyable and effective. This technology enables 
students to comprehend language concepts more readily by providing realistic and 
contextual visual representations. Research supports that AR in education can bolster 
learning motivation, improve material comprehension, and enhance information retention 
(Billinghurst et al., 2015).

The study by Fletcher-Watson et al. (2016) demonstrated that AR-based technology 
aids in developing communication and social skills among students with ASD. When 
integrated with PECS, AR enhances student engagement by enabling interaction with 
vibrant images and captivating animations. AR also promotes collaborative learning 
environments, facilitating peer communication and teamwork in project-based activities 
utilizing this technology.

In Indonesian language subjects, integrating AR-based PECS can significantly 
enhance students’ understanding of sentence structure, vocabulary, and grammar through 
interactive and engaging methods. This approach can positively impact verbal and 
nonverbal communication skills, fostering increased participation in classroom activities 
and enhancing overall academic achievement.

However, although many studies demonstrate the effectiveness of AR-based technology 
in improving the communication and learning skills of students with ASD, some studies 
also note the existence of challenges that need to be overcome (Chen et al., 2018). These 
challenges include the risk of overstimulation in students with high sensory sensitivity, 
the need for special training for teachers to operate AR-based devices, and limited access 
to this technology in some schools. In addition, the application of AR-based PECS in 
Indonesian language learning requires adaptations that take into account local language 
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and cultural characteristics. This adjustment includes selecting visual content relevant to 
students’ daily lives, as well as developing interactive materials that support grammar 
mastery and contextual understanding. By overcoming these obstacles, AR-based PECS 
has the potential to be an inclusive and effective learning tool in supporting the unique 
needs of students with autism.

Comparison of AR, VR, MR, and XR Technologies in Education for Students with 
Autism

In this research, we focus on the application of AR in improving the communication skills 
of students with autism and realize the existence of related technologies such as Virtual 
Reality (VR), Mixed Reality (MR), and Extended Reality (XR). While these technologies 
have advantages and disadvantages, understanding their differences in educational contexts, 
particularly for students with autism, is critical. Therefore, we will add a discussion 
regarding the comparison of these four technologies through a study of relevant literature.

Table 2 compares AR, VR, MR, and XR technologies based on the results of the 
literature review.

Table 2 
Comparison of AR, VR, MR, and XR technologies

Technology Description Advantages Disadvantages
Applications in the 

Education of Students 
with Autism

AR Technology that 
combines virtual 
elements with 
the real world.

Interaction with the real 
environment.
Can be used with 
mobile devices 
(smartphone /tablet).

Depends on the 
quality of the 
hardware.
Can be less 
immersive than 
VR.

Helping students with 
autism interact with 
objects or symbols 
visually, such as 
in the use of the 
Picture Exchange 
Communication 
System (PECS).

VR Technology 
creates a 
completely 
virtual 
environment 
with which users 
can interact.

Immersive, can provide 
a more immersive 
experience.
Suitable for simulating 
social situations and 
practicing social skills.

Requires special 
devices such as VR 
headsets.
May cause 
disorientation or 
fatigue in some 
users.

Can be used for social 
skills practice or 
simulating real -ife 
situations for students 
with autism.

MR A combination 
of AR and 
VR allows 
interaction with 
visual objects 
recorded in the 
real world.

Provides richer 
interactions with the 
real and virtual world.
Can be used in more 
dynamic learning 
situations.

Requires more 
sophisticated 
and expensive 
hardware.
Still in the 
development stage 
for educational 
applications.

Can help students with 
autism practice social 
or communication 
skills in more realistic 
and interactive 
situations.
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CONCLUSION

This research examines the effectiveness of employing an AR-based PECS to enhance the 
communication skills of autistic students in Indonesian language subjects. According to 
the Scopus database, most publications occurred in 2022 (12 documents), with the lowest 
peaks observed in 2017 and 2016 (three documents each). Similarly, the Google Scholar 
database data indicated the highest peak in 2017 (14 documents), with the lowest peaks in 
2016 and 2015 (five documents each).

In addition, the research results highlight that integrating PECS with augmented 
reality technology significantly enhances the communication skills of autistic students. 
The analyzed studies indicate that AR enhances the learning experience by providing 
engaging and interactive visual stimuli, thereby accelerating language comprehension and 
usage. This integration also supports more effective communication and participation in 
Indonesian language learning among autistic students. Despite challenges such as the need 
for adequate equipment and teaching training, the observed benefits underscore substantial 
potential for further research and broader implementation within the education system.

Although AR-based PECS may improve the communication skills of students with 
autism, it should be noted that in conducting research involving students with ASD, ethical 
considerations are essential, especially related to obtaining information acquisition and 
safeguarding the well-being of participants during the research. Before research is carried 
out, basic things that must be considered include obtaining consent from caregivers, 
transparency and openness, attention to student welfare, both physical, emotional and 
psychological, and maintaining the confidentiality of student data.
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Technology Description Advantages Disadvantages
Applications in the 

Education of Students 
with Autism

XR An umbrella 
term that 
includes AR, 
VR, and MR 
creates a 
wider world of 
experiences.

Flexibility to cover 
a wide range of 
immersive experiences.
Can be adapted to 
various contexts and 
learning objectives.

Still in the 
exploration 
stage for wider 
educational 
applications.
Requires complex 
hardware and 
software.

Enables the 
development of 
more diverse and 
adaptive educational 
applications for 
students with autism, 
depending on the 
context of use.

Table 2 (continue)
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ABSTRACT

The 21700 cylindrical lithium battery module uses ultrasonic wedge bonding technology to connect 
the positive terminal and negative terminal of the cell to the busbars. The weak bond of the negative 
terminal. This paper studied the wire bonding parameter of the negative terminal (Al wire and Fe-
base Ni-top can). We aim to analyze the reasons for the poor bonding performance of the central 
area of the joint. Through stress and strain simulation, the result shows that the stress at the center 
region is lower than that in the circumference region, and the high-stress region corresponds to the 
ridges’ vein-shaped elliptical rings of the bonding interface (i.e., the effective bonding area). The 
model was further validated through experimental design. The unbonded area in the center region 
of the joint can be limitedly reduced by optimizing key parameters, and the influencing parameters 
in the order of most to least critical are bond power, force, and time. Shear strength and tensile tests 
were used to evaluate bonding qualities. The regression equations of Al wire deformation and joint 
width corresponding to key parameters were established. The optimal range of Al wires deformation 
and joint width is proposed. The minimum value of the deformation was 174 μm, and the maximum 
value was 248 μm. The minimum value of the joint width was 560 μm, and the maximum value 
was 1110 μm. The optimal bonding parameters obtained by the response optimizer are bond force 
1250 gf and bond power 100.

Keywords: Finite element analysis, negative terminal 
bonding, response surface methodology, shear 
strength, tensile testing 

INTRODUCTION

Wire bonding technology has been 
continuously developing since the 1960s. 
Many scholars have researched ultrasonic 
welding, and it is still a guided document 



1484 Pertanika J. Sci. & Technol. 33 (3): 1483 - 1507 (2025)

Bin Luo, Mohamad Hanif Md Saad, Altaf Hossain Molla and Zambri Harun

for ultrasonic bonding. Their theories are briefly summarized as follows: Harman and 
Albers (1977) studied Al-Al wedge bonding. The results showed that the bonding started 
at the periphery of the joint, and as the bond time increased, the effective bonding area 
gradually expanded toward the center and continued to increase until the entire interface. 
Sometimes, the center was not bonded, which was related to the wedge-shaped shape. 
Winchell and Berg (1978) studied the effect of bonding parameters on the bonding point 
formation process. It is concluded that as the ultrasonic power increases, the effective 
connection area increases; as the bonding time increases, the effective connection part 
expands to the central unbonded area; the bond point imprint area increases as the bonding 
force increases. Zhou et al. (2005) studied Au-Au ultrasonic wedge bonding. It was found 
that the metallurgical bonding started at both ends of the impression, and the center of 
the impression also achieved a metallurgical connection. The interface underwent shear 
deformation, micro-slip, and relative sliding. Since increasing pressure will reduce the 
connection area of the periphery and center, there is no necessary relationship between 
joint quality and deformation. Chen et al. (2006) conducted experiments on Al-Ni wedge 
bonding. The research reveals that the Al-Ni interface formed by ultrasonic bonding was the 
central unbonded and elliptical interface; refer to Figure 1 for the definitions of the central 
unbonded and elliptical interface. Previous works (Lum et al., 2005; 2006; Mindlin, 1949) 
studied the 25 μm diameter gold wire with copper substrate wedge bonding. The micro-slip 
theory concluded that when the ultrasonic power is small, there is only a micro-slip at the 
periphery of the bonding interface; when the ultrasonic power is enormous, a macro-slip 
will occur, and the entire interface will form a bond.

Li et al. (2006) studied the Al-1%Si wire bonded onto the Au/Ni/Cu pad. It was found 
that the wire was softened by ultrasonic vibration; at the same time, pressure was loaded on 
the wire, and plastic flow was generated in the bonding wire, which promoted the diffusion 
of Ni into Al. Ultrasonic vibration enhanced the interdiffusion resulting from inner defects 

Figure 1. Morphology of the central unbonded area
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such as dislocations, vacancies, and voids ascribed to short-circuit diffusion. Li et al. (2007a; 
2007b; 2007c) conducted a thermosonic flip chip bonding test between Au bumps and Al 
and Ag metallization layers, and the results showed that the bonded joint contains several 
dislocation lines. They believe that a short-circuit diffusion along dislocation lines is the 
leading cause of interfacial bonding. Therefore, the dynamic effect of ultrasonic vibration 
is a microscopic joining mechanism that activates many dislocations in the metal lattice. 
Ji et al. (2005) studied Al-Ni-Cu bonding. It was found that there is an evident diffusion 
of Ni into Al wire after high-temperature storage at 170°C for 10 days. At age 30 days, 
the bond interface forms a cloud-like structure, and the primary composition is Al and Ni. 
At age 40 days, the cloud-like structure transforms into a rectangular island-like structure, 
and there are many cavities inside the bond wire, which are different from the Kirkendall 
voids because of the shape and dimension. Ji et al. (2006) It was found that lateral and 
longitudinal joint marks were observed. The former was perpendicular to the direction of 
the ultrasonic vibration and distributed at the periphery of the bond interface. However, 
the latter was parallel to the vibration directions located at the bond center. The features 
above had an essential influence on bond resistance. The mechanism was ascribed to stress 
evolution and distribution during the bonding process.

Bieliszczuk et al. (2024a) studied the impact of surface laser cleaning on the properties 
of the wire-bonded joint in a cylindrical lithium-ion battery pack. The results have shown 
that laser cleaning with 40% power of the 30 W ATMS4060 laser marker helps to reduce 
the standard deviation of the shear test results from 16.1% for the uncleaned sample down 
to 2.6%. Cleaning with 80% of the laser power did not further impact shear test results 
and almost eliminated oxides from the bonded materials interface. Hamada and Iwamoto 
(2023) observed the morphology and microstructure of the bond tool with Al adhesion and 
surface wear. It was found that Al adhered to the area where the vertical load on the bond 
tool was high during welding. Aluminum oxide and aluminum were present in layers in 
the adhered wire, indicating that the adhered wires grew due to repeated wire adhesion and 
destruction processes. Tool wear was related to fretting wear and plastic flow associated 
with wire deformation. 

Researchers also have carried out a lot of research work on the following aspects: 
measuring the temperature change of the interface during the bonding process (Ho et al., 
2004), measuring the vibration amplitude of the bonding tool, measuring the change of 
the ultrasonic loop signal (Qi et al., 2006), problems with the formation of Kirkendall 
holes accompanying the growth of intermetallic compound (Chang et al., 2004; Uno & 
Tatsumi, 2000). The results show that the evolution characteristics of the joint and the 
interface bonding characteristics are very complex, causing the results to be very divergent, 
and the microscopic effects of pressure and ultrasound on the bonding material cannot be 
distinguished. With the support of finite element simulations, fatigue behavior related to 
the material properties in the bonding wires was investigated (Czerny et al., 2013; Czerny 
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& Khatibi, 2016). Fatigue lifetime was found to be influenced by wire diameter, junction 
temperature swing, monitoring current, and aspect ratio of the wedge. The contact and 
displacement behavior between the wire and the substrate (Schemmel et al., 2018a; Unger 
et al., 2016;). friction (Long et al., 2020; Schemmel et al., 2018b;), dynamic behavior 
(Long et al., 2019), and deformation (Li et al., 2019; Tang et al., 2022). However, wire 
bonding is widely used in the battery industry (Bieliszczuk et al., 2024b; Zwicker et al., 
2020). Studies on wedge bonding interface mechanisms and joint quality evaluation of 
cylindrical batteries are not widely available.

Wire Bonding Process Description

Automotive battery packs for electromobility consist of many interconnected battery cells. 
The research object of this paper is the 21700 cylindrical lithium battery modules. Here, 
21 represents the diameter of the battery, and 70 represents the height of the battery. The 
cylindrical lithium battery steel shell is called a can (Fe-base Ni-top can), and the connection 
between the can and the busbar is called the anode bonding (negative terminal). The bonding 
wire uses aluminum material with a 0.5 mm diameter. The ultrasonic bonder used in this 
research is the K&S model, ultrasonic frequency 80 kHz. The wedge bonders are driven 
by constant voltage mode. Bonder “power” parameters correspond to a generator’s drive 
voltage. For large wires, at a max power of 255 (0–255, where 0 counts as 1), the drive 
voltage is 300 Vpp. The setting unit is level (approximately 1 level = 1.17 V when converted 
to unit). For example, power level = 100 for 0.5 mm diameter wire, the calculated drive 
voltage = (100/256) × 300 Vpp = 117.18 Vpp.

Ultrasonic wedge bonding technology of Al wire is used to connect the positive terminal 
and negative terminal of the battery cells to each busbar, respectively, and then each busbar 
is connected to the flexible printed circuit board (FPCB) to form the required series-parallel 
relationship. The weak bond of the negative terminal is the primary failure phenomenon 

Figure 2. Cylindrical lithium battery module structure 
negative terminal weak bonded phenomenon

(Figure 2). The failure phenomena include 
the occurrence when the Al wire is separated 
from the bond interface and a large area 
unbonded in the central region of the 
bonding interface. The morphology of the 
central unbonded area is shown in Figure 1.

MATERIALS AND METHODS

The main approach of this investigation is 
to conduct interface morphology, perform 
finite element analysis (FEA), respond 
surface methodology (RSM) and test 
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bonding strength on the wedge bonding of the negative terminal (Al wire and Fe-base 
Ni-plating can shell) in 21700 cylindrical lithium battery modules. 

The effect of parameter changes on the central unbonded area of the joint is analyzed 
using intermetallic layer and vision analysis. The TEM samples were prepared by FIB 
(focused ion beam), and the bonding characteristics of the ultrasonic wedge-bonded 
joint interface were observed and analyzed under high-resolution transmission electron 
microscopy. The ion miller used is the Hitachi ArBlade 5000 model; it achieves ultra-high-
speed cross-section grinding. ArBlade 5000 features PLUS II ion gun technology design, 
and the ion gun emits a high current density ion beam with a cross-section grinding rate of 
up to 1 mm/h. It uses a wide-area cross-section grinding sample holder with a cross-section 
grinding width of up to 8 mm. The ion milling system polishes the surface of a sample 
using the sputtering effect caused by irradiating an argon ion beam on the surface. Unlike 
mechanical polishing, the ion milling system processes the sample without deforming it or 
applying mechanical stress. The scanning electron microscope used is Hitachi SU8220, with 
a cold field electron gun, magnification: 20-1000000X, acceleration voltage: 0.01-30KV, 
and secondary electron image resolution (0.8nm/15kV). The test sample is based on the 
21700-battery assembly process of a company in Nanjing, China, and is commissioned 
by a Korean institution and equipment for testing.

The finite element analysis (FEA) was used to further analyze the effect of parameter 
changes on the unbonded area in the center of the joint. The process model was first designed 
to simulate the deformation of Al wires. Then, the deformation and equivalent plastic strain 
of the ultrasonic wire bonding process was divided into three physical coupling processes. 
Firstly, the wire plastically deforms under the force of the tool. Secondly, the tool drives 
the wire to vibrate at a high frequency in the bonding area. Due to the high-speed friction 
between the wire and the pad, the oxide layer on the contact surface is fractured. Thirdly, 
under the effect of ultrasonic power, the wedge part of the wire continuously deforms, 
and atomic diffusion occurs on the contact interface, forming a stable bonding joint. The 
ultrasonic bonding process was converted into a numerical calculation process using FEA 
based on such analysis. The can shell material uses SPCC 0.4 mm thick steel plate as the 
base material and has a high Young’s modulus; hence, a rigid body was used to simulate 
the mechanical behaviors of bonding. Here, SPCC stands for S-steel, P-plate, C-cold, and 
C-common. The can shell uses a pre-nickel-plating process. The thickness of the external 
nickel plating is 3 μm, and the internal nickel plating is 2 μm. The mesh build is essential 
to the simulation results. Specifically, fine mesh subdivides the areas of Al wires, while 
the rest of the regions are roughly meshed to accelerate the simulation process. Al wire is 
defined as a deformable part with an overall meshing size of 0.04 mm, whereas the bond 
tool and can are modeled as a rigid body with a meshing size of 0.05 mm. For the mesh of 
the model, a total number of 46167 nodes and 40408 elements. Abaqus software with an 
explicit solver was applied in this research. The specs of the PC are EX650i 239512-SCC.
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The response surface methodology (RSM) was further used in process test verification. 
The DoE was performed using Minitab software. Shear strength and tensile tests were used 
to evaluate bonding qualities. A total of 42 normal cell samples with different production 
dates were randomly selected, and the anode surface was laser-cleaned before testing. There 
were 10 joints bonded on the anode surface of each cell and 30 joints bonded for each 
set of parameters, totaling 14 sets of parameters and 420 bonded joints. A digital display 
tensile tester is used to perform the tensile test. The tensile force is applied to a complete 
bonding loop, and the tensile force is applied to the highest point of the Al wire bonding 
loop. A shear strength test is performed using a digital thrust tester until the aluminum wire 
and the contact are completely separated from the bonding interface.

RESULTS AND DISCUSSION

Bonding Interface Morphology Analysis

Several failed samples were selected for microscopic observations to understand the 
ultrasonic wedge bonding interface joint characteristics. For the unbonded sample, no. 1 
has a noticeable difference in the ratio of the joint and no ridges’ vein-shaped elliptical 
rings (Figure 3a). There are obvious ridges’ vein-shaped elliptical rings on the bonding 
interface of the weakly bonded samples no. 2–4, refer to Figures 3b–3d. The silvery white 
areas are bonded marks. The morphological characteristics of samples show a common 

Figure 3. Morphology of weak bonded samples: (a) No. 1 unbonded; bond force 800 gf, bond time 130 ms, 
bond power 60; (b) No. 2 strength < 300 gf; bond force 1400 gf, bond time 130 ms, bond power 80; No. 3 
strength < 800 gf; bond force 800 gf, bond time 130 ms, bond power 100; (d) No. 4 strength < 1500 gf); bond 
force 800 gf, bond time 130 ms, bond power 130

(a) (b)

(c) (d)
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(a) (b)

(c)

feature: the shape of the bonding joint is elliptical. Bonding starts from the periphery of the 
ellipse and gradually spreads to the central area. The effective bonding area is the ridges’ 
vein-shaped elliptical rings, and the central area is not bonded. The aspect ratio and area 
of the unbonded area also vary significantly.

Figure 4 shows the cross-sectional morphology of another weakly bonded sample. 
Figure 4a is the normal bonded joint, and Figure 4b is the weak bonded joint. It shows 
that the distribution of the diffusion layer of Al atoms in the Ni substrate after bonding is 
significantly different. The diffusion layer of Al atoms at the weak bonding point is very thin 
and has a small area. The depth and location of the atomic diffusion layer at the bonding 

Figure 4. (a) Cross-section of normal bonded joint, (b) cross-section of weak bonded joint, (c) FIB result 
of weak bonded joint
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interface characterize the bonding strength of the joint. The mutual diffusion of Al and 
Ni atoms produces a solid solution or alloy strengthening in dual material crystals. The 
bonding interface is a spatial multi-structure (i.e., Al wire-diffusion layer-base material).

At the weak bonding point, in addition to the Al and Ni coatings in a small area at the 
bonding interface, a large area of Fe and O was detected at the bonding interface. No elements 
other than Al and Ni were found at the bonding interface at the normal bonded point. Further, 
a FIB analysis of weakly bonded areas shows the distribution of aluminum, nickel, and iron at 
the interface in Figure 4c, and no other by-products were observed. However, the presence of 
the Pt element in the picture may be an element deposited during the FIB sample preparation 
process. The presence of Fe is suspected to be generated during ion milling.

Through the analysis of the morphological characteristics of the wire bonding interface 
of cylindrical lithium batteries, the results show that the interface mode of Al-Ni ultrasonic 
wedge bonding is shaped like a ridged torus, and the center area is unbounded. Ridge 
wrinkles are high-strength bonding formed by strong physical diffusion under the action 
of ultrasound. These ridge wrinkles form the bonding strength. So, one can understand 
the generation of bonding interface strength: the two substances at the bonding interface 
produce atomic interdiffusion, forming a strong atomic bond. The diffused atoms are solidly 
dissolved in the Ni matrix, which strengthens the interface microstructure strength, making 
the bonding interface strength generated by atomic diffusion greater than the strength of 
the Al wire. Therefore, only Al residues are seen on the separation interface; destruction 
does not occur in the atomic diffusion layer. It also shows that the interface has a depth 
range for atomic diffusion. At the same time, the bonding interface inevitably exists as 
an intermediate phase (compound). The mesophase generated and the impact on bonding 
quality require further analysis.

Bonding Interface Stress and Plastic Strain Analysis

Bonding parameters are also one of the main reasons for weak bonding. The stress and 
plastic strain distribution characteristics at the bonding interface in the ultrasonic bonding 
process and the influence of process parameters on the bonding quality were further 
analyzed. The major components, such as the bond tool, Al wires and the can, were 
modeled to focus on wire deformations. A geometric model was established, as shown 
in Figure 5a. The material of the bond tool was tungsten steel. Figure 5b shows the bond 
tool’s geometry size. Figure 6 shows the stress-strain curve of the component (Al wire) 
that undergoes large plastic deformation during the simulation. The parameters of Al wire 
material at room temperature are shown in Table 1. 

The ultrasonic vibration system controls the joint quality by adjusting the vibration of 
the bond tool. The value of ultrasonic power corresponds to sound intensity I. The math 
between them follows Equation 1.
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I = 1/2ρcω2ξ2               [1]

Where ρ is the density of the material, c is the velocity of ultrasonic wave propagation, 
ω is the angular frequency, and ξ is the ultrasonic amplitude (Tang et al., 2022). As the 
ultrasonic amplitude increases, the ultrasonic energy increases exponentially in a square 
relationship. Therefore, in the design of the simulation, the adjustment of bond power is 
equivalent to the control of ultrasonic frequency and ultrasonic vibration amplitude.

The parameters that affect the morphology of bonding joints are bond force, bond power 
and bond time. In the simulation, the force load and displacement load were regarded as 

(a) (b)

Table 1
Material parameters in the simulation model

Item Material Young's Modulus Poisson' Ratio Yield Stress
Al wire Aluminum (Al 1050) (Diameter 0.5 mm) 64.2 GPa 0.33 49.5 MPa

Figure 5. (a) Geometric model of bonding component; (b) Bond tool shape and key size

Figure 6. Stress-strain curve of Al wire
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equivalent factors. Hence, the simulation scheme of bond power is realized by loading 
the time-varying displacement behavior of the bonding tool. The displacement load was a 
time-dependent function, and its mathematical expression is shown in Equation 2.

X = Asin (ωt+φ)               [2]

Where A is the amplitude, ω is the angular velocity (circular frequency), f is the bonder 
frequency, ω = 2πf. Stress loading S1 was implemented on the bond tool, which rose 
linearly until 30 ms and maximum to 50 N. Then, the curve of displacement load S2 is 
a sinusoidal curve with time, describing the ultrasonic action of the load on the bond 
tool. The sine function with a frequency of 80 kHz and an amplitude of 10 μm was set. 
It will be loaded on the bond tool from 0 ms. The operation time was 130 ms, with 
initiation parameters set in simulation models (Table 2). Substituting the parameters 
into the formula is x=10−5 × sin (1.6π ×105×0.13). A total of 9 sets of parameters were 
simulated (Table 3).

The bond force and ultrasonic amplitude were changed in the simulation to be the 
variables affecting the bonding results to explore the correlation between ultrasonic bond 
quality and parameters. In this project, the analysis model focused on the mechanical 
movement of bond tools and their stress and plastic strain and did not simulate the 
connection during the vibration. The vibration amplitude parameters in the FEA simulation 

Table 2
Initiation parameters setting in simulation models (take an amplitude of 10 μm as an example)

Bond time (ms) Bond force (N) Amplitude (μm)
0 35.5 (Touch force) 10 (Vibration start)
5 (start ramp time) 36.3 (Start force) 10
25 (Bond ramp time) 50 (Bond force) 10
100 (Bond hold time) 50 10 (Vibration end)

Table 3
Bonding parameters setting in simulation models

Groups Bond time (ms) Bond force (N) Amplitude (μm)
1 1× time (130) 50 10
2 1× time (130) 70 10
3 1× time (130) 100 10
4 1× time (130) 50 10
5 1× time (130) 50 20
6 1× time (130) 50 30
7 1× time (130) 50 10
8 2× time (260) 50 10
9 3× time (390) 50 10
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do not match those in the real world. Hence, this research simulates other cases of higher 
bond force, which could show real-world situations.

Figure 7. Schematic diagram of stress and strain 
distribution in different areas of the bonded 
component

Ⓓ
Ⓒ
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Figure 8. Simulation result under different parameters: (a) effect by bond force

The simulation results of deformation 
and stress can be used to evaluate the stress 
and mechanical behaviors of Al wire. Figure 
7 shows that region (A) of the bond tool is 
not contacted with the wire, and region (B) 
of the bond tool is only contacted with the Al 
wire. The deformation is generated mainly 
in the region (D) compared to the region 
(C). We use letters in parenthesis, i.e., (), to 
define the different regions.

Refer  to  Figures  8a–8c for  the 
deformation and stress simulation result. 
With the increase of ultrasonic amplitude 
and bond force, the deformation of the Al 
wire was intensified, and more stress was 
concentrated in the bottom of the Al wire. 
In the same group, the bond force has a 
more significant effect on the deformation 
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Figure 8 (continue). Simulation result under different parameters: (b) effect by bond power; (c) effect by 
bond time
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of the Al wire than the ultrasonic amplitude. Amplitude has a more significant effect on 
reducing the unbonded area in the center of the joint than the bond force. The maximum 
stress region corresponds to the bonding interface’s elliptical vital ridge area. The 
correlation of the three parameters is as follows: First, the effect of bond force on Al 
wire deformation: High bond force increased the bonding area perpendicular to the wire 
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direction and increased stress and plastic strain levels on the bonding interface. Despite 
the increased bond force, region (C) remained at a lower level of stress and plastic strain 
compared to the surrounding area (D). Second, the effect of ultrasonic amplitudes on 
Al wire deformation: Due to the increased vibration amplitude of the bonding tool, 
the increased stress concentration occurred at the fixed end of the wire and near both 
endpoints. The increased amplitude condition mainly increased stress and plastic strain 
at the circumference region (D), compared to the stress/plastic strain at the center region 
(C). Third, the effect of bond time on Al wire deformation: The stress and plastic strain 
distributions in the bonding area do not continue to change with increasing bond time 
because 0.135 s is sufficient to balance the forces.

Effect of Parameter Changes on the Central Unbonded Area of the Joint

Phase I testing aims to verify the effect of bonding parameters on the unbonded area in 
the center of the bond interface. We performed bonding by reducing the parameter level 
so that we could obtain a complete bonding interface after Al wire peeling. Bond force 
level settings were 800 gf and 1400 gf, bond power level settings were 80 and 130, bond 
time settings were 100 and 160 ms, and the center point was set. A total of 27 normal cell 
samples with different production dates were randomly selected, and the anode surface 
was laser-cleaned before testing to verify the effects of bonding pressure, bonding power, 
and bonding time on the bonding interface morphology. There were 10 joints bonded on 
the anode surface of each cell and 30 joints bonded for each set of parameters, totaling 9 
sets of parameters and 270 bonded joints. The results showed that the bonding interface 
morphology of the 30 joints was similar under the same parameter conditions. The bonding 
interface morphology under different parameter conditions was significantly different. A 
typical joint was selected for each set of parameters to observe the interface morphology 
under a microscope, as shown in Figure 9.

Figures 9a–9c show the interface characteristics of the bonding interface as the 
ultrasonic power changes. Under low bond force, only the edge of the interface is well 
connected, and the effective connection area is minimal. The center of the interface is not 
bonded. As the bonding force increases, the outline of the joint gradually expands inward. 
The bonding mark gradually expands toward the center, and the effective bonding area 
increases, but not significantly.

Figures 9d–9f show the characteristics of the bonding interface as the ultrasonic power 
changes. As the ultrasonic power increases, the bond mark gradually expands inward and 
develops from an ellipse to a circle, and the aspect ratio decreases. Under lower power, 
only the edge area of the interface is well connected, and the effective connection area is 
tiny. When the ultrasonic power increases, the unbonded area in the center area gradually 
decreases, and the overall effective connection area of the interface increases. Compared 
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Figure 9. Effect of parameter changes on the central unbonded area of the joint: (a)–(c) Fixed: bond power: 
80, bond time: 130 ms, bond force was increased; (d)–(f) Fixed: bond force 800 gf, bond time 130 ms, bond 
power was increased; (g)–(i) Fixed: bond force: 800 gf, bond power: 80, bond time was increased

(b) (c)(a)

(e) (f)(d)

(h) (i)(g)

with the increase in bond force, as the ultrasonic power increases, the bond mark expands 
more obviously to the center region, and the strong ridges’ vein-shaped elliptical rings 
formed are more prominent.

Figures 9g–9i show the characteristics of the bonding interface as the bond time 
changes. Under lower power, even as the bond time increases, the bond mark gradually 
expands inward, which is not obvious.

Response Surface Methodology (RSM) 

The response surface methodology (RSM) was further used in phase II. Shear strength and 
tensile tests were used to evaluate bonding qualities. The regression equations of aluminum 
wire deformation and joint width corresponding to key parameters were established. 
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The optimal range of Al wires deformation and joint width in lithium battery negative 
ultrasonic bonding is proposed. The response optimizer obtains the optimal values of 
bonding parameters. However, the shear strength result cannot be used as the only response 
to determine the parameter range because there are two failure modes in the wire bonding 
process. One is the contact detachment, and the corresponding minimum parameter range 
is obtained through shear strength. The second is neck fracture; the necking part between 
the joint and the Al wire is broken during the tension process, but the bonding interface 
maintains good connectivity. Therefore, a tensile test is required. If the bonding strength 
is excellent, the tensile test only shows that the Al wire breaks at the highest point of the 
bond loop; its fracture strength is the ultimate fracture strength of the Al wire. The data 
consistency is excellent. Therefore, using the tensile force as the response, the model will 
not fit. Hence, the maximum parameter value corresponding to the occurrence of necking 
fracture is obtained by testing the single variable multi-level conditions. After completing 
the above 2 steps, we can obtain the available parameter range through the parameter values 
corresponding to joint shedding and the parameter values corresponding to necking fracture. 

Considering the influence of factor number and factor level number on DoE experiment 
number. Bond force level settings were 800 gf and 1700 gf, and bond power level settings 
were 80 and 130. A total of 42 normal cell samples with different production dates were 
randomly selected, and the anode surface was laser-cleaned before testing. There were 
10 joints bonded on the anode surface of each cell and 30 joints bonded for each set of 
parameters, totaling 14 sets of parameters and 420 bonded joints. The standard deviation 
was calculated for 30 values for each set of parameters. Notice that the bond power in a 
bonder was dimensionless values.

The FEA simulation results confirmed that the stress and plastic strain distributions in 
the bonding area do not continue to change with increasing bond time because 0.135 s is 
sufficient to balance the bond force. So, the effect of bond time on bonding quality is no 
longer considered separately. The bond time is fixed at 0.135 s. 

According to the analysis in Table 4, within the range of process parameters in this 
experiment, when the bond force was 800 gf and bond power was 80, the mean value of 
shear strength was 2.25 kgf. The minimum shear strength value of the abnormal point is 
less than 1.5 kgf (Figure 10). Therefore, it does not meet the process capability control 
requirement of more than 1.5 kgf. It can be concluded that when the bond force is lower 
than 800 gf and the bond power is lower than 80, the risk of the Al wire falling off from the 
bonding interface is higher. When the bond force was 1250 gf and bond power was 105, 
the samples’ shear strength performed well, and the shear strength value was centralized. 
When the bond force was 1700 gf, the corresponding sample bore a large shear strength. 
However, the shear strength fluctuated greatly. When the bond force was 1700 gf and bond 
power was 130, the shear strength showed a clear downward trend. 
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Figure 10. Box plot of shear strength under different parameters

Table 4
Experimental result of shear strength

Std. 
Order

Run 
Order

Point 
Type Blocks Bond force 

(gf)
Bond 
power

Shear strength 
(Kgf)

Std. 
Deviation

1 2 0 2 1250 105 5.172 0.212
2 4 0 2 1250 105 4.932 0.315
3 7 0 2 1250 105 4.684 0.285
4 8 1 1 1700 80 4.157 0.261
5 9 1 1 800 80 2.250 0.229
6 10 0 1 1250 105 4.983 0.293
7 11 1 1 800 130 4.182 0.274
8 12 0 1 1250 105 4.681 0.256
9 13 1 1 1700 130 3.818 0.443
10 14 0 1 1250 105 4.602 0.277
11 1 -1 2 800 105 4.078 0.163
12 3 -1 2 1250 80 3.173 0.161
13 5 -1 2 1250 130 4.575 0.324
14 6 -1 2 1700 105 4.915 0.253

Table 5 and Figure 11 show that bond power had a more significant impact on the 
width of bonding joint forming than bond force. Table 6 shows that bond force had a more 
substantial effect on the deformation amount (i.e., Z-axis displacement of the bond tool) of 
bonding joint forming than bond power. From the standard deviation distribution, the more 
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Figure 11. Joint width profile under different parameters: (a)–(c) Fixed: bond force: 800, bond power was 
increased; (d)–(f) Fixed: bond force 1250 gf, bond power was increased; (g)–(i) Fixed: bond force: 1700 
gf, bond power was increased

(b) (c)(a)

(e) (f)(d)

(h) (i)(g)

significant standard deviation means that it was more challenging to control the stability 
and bonding accuracy of the results. 

The failed samples with shear strength lower than 1.5 kgf were analyzed separately, 
and it was found that the reasons for failure were different. Can surface contamination 
caused by residual F components in the electrolyte is one of the main reasons? The x-ray 
photoelectron spectroscopy (XPS) analysis result showed that NiO, NiF2, and Ni (OH)2 are 
confirmed on the can surface. The flatness exceeds the specification of the canned surface 
(R angle size), which are other factors that influence it. The failure caused by these noise 
factors should not be confused with the failure caused by unreasonable parameters.
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Tensile Testing

In this phase, the purpose of the tensile test is to exclude abnormal joints of bonding strength 
less than Al wire fracture strength; it can also exclude abnormal joints of neck fracture and 
then obtain the minimum parameter range of the bonded joint neck fracture. In the tensile 

Table 5
Experimental result of joint width

Std. 
Order

Run 
Order

Point 
Type Blocks Bond force 

(gf)
Bond 
power

Joint width 
(μm)

Std. 
Deviation

1 2 0 2 1250 105 809.426 20.14
2 4 0 2 1250 105 824.742 22.11
3 7 0 2 1250 105 797.215 22.31
4 8 1 1 1700 80 727.895 18.34
5 9 1 1 800 80 659.812 15.44
6 10 0 1 1250 105 806.380 21.63
7 11 1 1 800 130 1102.264 29.94
8 12 0 1 1250 105 805.674 20.15
9 13 1 1 1700 130 1445.003 29.26
10 14 0 1 1250 105 793.673 20.13
11 1 -1 2 800 105 778.068 29.048
12 3 -1 2 1250 80 682.397 18.17
13 5 -1 2 1250 130 1273.353 22.46
14 6 -1 2 1700 105 945.726 19.44

Table 6
Experimental result of deformation amount

Std. Order Run 
Order

Point 
Type Blocks Bond force 

(gf)
Bond 
power

Deformation 
amount (μm)

Std. 
Deviation

1 2 0 2 1250 105 206.645 11.18
2 4 0 2 1250 105 202.250 11.25
3 7 0 2 1250 105 208.272 11.95
4 8 1 1 1700 80 216.600 12.04
5 9 1 1 800 80 162.500 10.60
6 10 0 1 1250 105 199.520 10.63
7 11 1 1 800 130 202.500 12.51
8 12 0 1 1250 105 200.400 11.56
9 13 1 1 1700 130 262.700 13.26
10 14 0 1 1250 105 202.520 9.26
11 1 -1 2 800 105 179.485 9.05
12 3 -1 2 1250 80 187.340 12.17
13 5 -1 2 1250 130 227.500 11.65
14 6 -1 2 1700 105 238.500 12.44
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test, two main failure modes were neck fracture and Al wire overall or party fall off. The 
overall and partial detachment of joints indicates that the bonding interface is weakly 
bonded, and the joints with neck fractures suggest that the aluminum wire at the root of the 
joint is abnormally deformed. Still, the bonding strength of the bonding interface is good.

The automatic pulling force and over-travel distance must be set to reasonable 
parameters to enable inspection without damaging the Al wire. Automatic pulling inspection 
is applied to a single bonding point and only detects bonding points with bonding strength 
less than 0.60 kgf.

A manual tensile test is suitable for sampling checks. It is on a complete bonding loop, 
and the pulling force is used at the highest point of the Al wire bond loop. The maximum 
breaking strength of the Al wire loop at the highest point between two bonding points is 
about 76 N/mm2, which is approximately equal to 1.52 kgf (i.e., 0.1963 mm2 × 76 N/mm2 

= 14.9 N = 1.52 kgf). For this reason, to ensure that the bonding strength is greater than 
the breaking strength of the Al wire, the tensile strength requirement for bonded joints is 
greater than 1.5 kgf when performing a tensile test on a complete bond loop.

The tensile test result is shown in Table 7. High bond force and high bond power 
significantly influenced the neck fracture. The neck fracture occurred when the bond force 
was 1600 gf and the bond power was 130. However, the bonded joint fall-off occurred at 
bonder force was 900 gf and bond power less than 90. The fractures occurred at the highest 
point of the bond loop for the sample group without neck fracture. Due to the consistency of 
the Al wire in the experiment, the data fluctuates slightly. For the sample group with good 
bonding strength, the tensile force at the highest point of the bond loop ranges from 1212 
gf to 1520 gf. This is consistent with the breaking strength limit of the Al wire in Figure 6.

Table 7
Experimental result of tensile test (unit: gf)

Force
Power
80 90 100 110 120 125 130

800 Fall off
<1.5 kgf

Fall off
<1.5 kgf 1489 1391 1406 1511 1360

900 Fall off
<1.5 kgf 1214 1299 1313 1303 1216 1215

1000 1365 1329 1414 1516 1520 1312 1424
1100 1264 1505 1326 1412 1328 1254 1261
1200 1412 1413 1382 1501 1411 1324 1311
1300 1386 1274 1471 1428 1375 1263 1287
1400 1352 1342 1335 1314 1520 1314 1345
1500 1326 1426 1420 1323 1431 1321 1376
1600 1245 1283 1338 1314 1302 1151 Neck fracture
1700 1212 1312 1325 1227 1158 Neck fracture Neck fracture
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Typical Joint Analysis 

The morphological characteristics of the joint show that the shape of the bonding joint is 
elliptical. Bonding starts from the periphery of the ellipse and gradually spreads to the central 
area. The effective bonding area is the ridges’ vein-shaped elliptical rings, and the central area 
is not bonded. The aspect ratio of the unbonded area of each sample also varies significantly.

Furthermore, under the difference parameter condition, the interface characteristics 
of the joint vary significantly. Under low bond force, only the edge of the interface is well 
connected, and the effective connection area is minimal. As the bonding force increases, 
the outline of the joint gradually expands inward. The bonding mark gradually expands 
toward the center, and the effective bonding area increases, but not significantly. As the 
ultrasonic power increases, the bond mark gradually expands inward and develops from 
an ellipse to a circle, and the aspect ratio decreases. Under lower power, only the edge 
area of the interface is well connected, and the effective connection area is tiny. When 
the ultrasonic power increases, the unbonded area in the center area gradually decreases, 
and the overall effective connection area of the interface increases. Compared with the 
increase in bond force, as the ultrasonic power increases, the bond mark expands more 
obviously to the center region, and the strong ridges’ vein-shaped elliptical rings formed 
are more prominent. In contrast, under lower power and low bond force, even as the bond 
time increases, the bond mark expansion inward is not obvious.

Simulation Prediction and Process Test Verification

The stress and plastic strain simulation results show that the increase in bond force and 
amplitude generated a large deformation and increased stress/plastic strain level. Despite 
the rise in the bond force and amplitude, the stress/plastic strain at the center region (C) is 
lower than that in the circumference region (D). The stress and plastic strain distributions 
in the bonding area do not continue to change with increasing bonding time because 0.135 
s is sufficient to balance the forces. The maximum stress region corresponds to the bonding 
interface’s elliptical vital ridge area. The stress distribution feature offers some explanations 
of the central region pattern. Due to the increased vibration amplitude of the bonding tool, 
the increased stress concentration occurred at the fixed end of the Al wire and near both 
endpoints. The increase in the amplitude has a more significant effect on the diffusion of 
the elliptical vital ridge toward the central area. 

Based on the DoE implemented in phase I, the unbonded area in the center region 
of joints can be limitedly reduced by optimizing significant parameters. The influencing 
parameters in the most to least critical order are bond power, bond force, and bond time. 
Based on the RSM analysis result in phase II, bond power had a more significant impact 
on the width of joint forming than bond force. The bond force had a more substantial 
effect on the deformation amount (i.e., Z-axis displacement of the bond tool) of bonding 
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joint forming than bond power. According to the failure mode in tensile test results, the 
range of bond force is at least greater than or equal to 900 gf and cannot exceed 1700 gf. 
The bond power is at least greater than or equal to 90 and cannot exceed 120. The optimal 
shear strength distribution is in the range of 3.5 kgf to 4.75 kgf after combining the optimal 
parameter range obtained from the shear strength and tensile tests and the results of the 
contour plot (Figure 12a). Therefore, the response optimizer sets the shear strength target 
value to 4.75 kgf. So far, the optimal parameter values are bond force 1250 gf and bond 
power 100, as shown in Figure 12b. The bonding joint and process parameters regression 
equation was derived from the deformation data, as shown in Equation 3.

Figure 12. (a) Contour plot of shear strength vs bond power, bond force; (b) The optimal parameters obtained 
by the response optimizer
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De = 118.3 + 0.0154Fe– 0.063Pe + 0.000022 Fe 
2 + 0.0045 Pe 

2 - 0.000087 FePe          [3]

De represents the deformation of the bonding joint, Fe represents the actual bond force, and 
Pe represents the bond power of the bonding machine. The minimum value in this region 
was 174 μm, and the maximum value was 248 μm. The bonding joint and process parameters 
regression equation was derived from the joint width data, as shown in Equation 4.

We = 3005 - 0.802 Fe -48.51 Pe + 0.000153 Fe 
2 +0.2502 Pe 

2++ 0.006103 FePe             [4]

We represent the width of the bonding joint. The minimum value of the width was 560 μm, 
and the maximum value of the width was 1110 μm.

In the actual application, the bonding parameters are set to the optimal values of the 
bond force of 1250 gf and bond power of 100, dramatically reducing the unbonded area in 
the center region of joints. The morphology of the bonding interface is shown in Figure 13.

The DoE results proved that bond power and force positively affected the bonding 
joint’s reliability in a specific range. However, they will cause an opposite result outside 
the range, such as a neck fracture or unbonded.

Figure 13. The morphology of the bonding interface under optimal parameter (F: 1250 gf; P: 100)

CONCLUSION

This paper demonstrates that combined experimental and simulation methods can determine 
the most important wire bonding parameter of the negative terminal (Al wire and Fe-base 
Ni-top can shell) in 21700 cylindrical lithium battery modules. The effect of parameter 
changes on the central unbonded area of the joint is analyzed using intermetallic layer and 
visual analysis. The reasons for the poor bonding performance of the central area of the 
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joint through stress and strain simulation. The results show that the interface mode of Al-Ni 
ultrasonic wedge bonding is shaped like a ridged torus, and the center area is unbounded. 
Ridge wrinkles are high-strength bonding formed by strong physical diffusion under the 
action of ultrasound. These ridge wrinkles form the bonding strength. Second, the stress 
at the center region (C) is lower than that in the circumference region (D), and the high-
stress region corresponds to the elliptical shape strong ridge area of the bonding interface 
(i.e., the effective bonding area). Third, optimizing parameters can limit the unbonded 
area in the center region of joints, and the influencing parameters in the order of most to 
least significant are bond power, bond force, and bond time. iv. the best shear strength 
range is 3.5 kgf to 4.75 kgf, and the optimal range of the Al wire deformation amount was 
174 μm to 248 μm. The optimal range of joint width was 560 μm to 1110 μm. v. the best 
parameter range is bond force 900 gf to 1700 gf and bond power 90 to 120. Within this 
range, no joint fall-off and necking fracture will occur. The simulation and DoE results 
above provided a new feasible scheme for rapidly finding the optimal process parameters 
in the bonding process.
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ABSTRACT 

BRIS (beach ridges interspersed with swales) wetlands dominate the coastal plains of the east coast 
of Peninsular Malaysia. This study examined the impact of rainfall and river levels on groundwater 
hydrodynamics in a coastal BRIS wetland at Universiti Malaysia Terengganu during the northeast 
monsoon and non-monsoon seasons (July 2022 to January 2023). Six monitoring wells (WA-WF) were 
built, with WB, WC and WD positioned on the higher ground, whereas WA, WE and WF were on the 
lower ground. River levels were observed at three stations (R1–R3), rainfall data were collected using 
a weather station and tidal data were obtained from an existing station. Measurements at 5-minute 
intervals identified a strong correlation. Between tidal oscillations and river water level (r = 0.7–0.92, 
average, 0.81), typical of tidal rivers. However, the influence of tidal oscillation on groundwater level 
was weak (average r = 0.22), suggesting an indirect influence through river dynamics. Groundwater 
level in lower areas near rivers was more influenced by river water level changes (average r = 0.54, 
monsoon average = 0.76). In contrast, the higher section showed a weak influence in general (average 
r = 0.02, monsoon average = 0.34). During monsoon season, increased upstream flows elevated river 
levels, enhancing hydraulic connectivity across the wetland. Groundwater fluctuations were limited to 

0.5 m below ground, with lower areas frequently 
saturated or inundated, limiting floodwater 
retention capacity. Future research could explore 
the impact of soil texture and porosity to refine 
understanding of BRIS wetland hydrodynamics.

Keywords: Coastal BRIS wetland, hydrodynamics, 
monsoon season, non-monsoon season 
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INTRODUCTION

On the east coast of Peninsular Malaysia, the non-monsoon season occurs from May to 
September, while the monsoon season (northeast monsoon) occurs from November to March 
annually (Ariffin et al., 2019). During the northeast monsoon, heavy rainfall with an average 
of 2990 mm occurs, in contrast with the non-monsoon season, with only 740 mm of average 
rainfall (Ismail et al., 2020; Arrifin et al., 2016). Flooding often occurs when heavy rainfall 
coincides with high tides (Cai et al., 2022; Pirani & Najafi, 2020; Zhang & Najafi, 2020; 
Westra et al., 2014). In addition, the average high tide was 2.28 meters, while the average 
tide height was less than 0.4 meters during the southwest monsoon (Ismail et al., 2020). This 
indicates the differences in rainfall amount and tidal heights during the two seasons.

The coastal plains of the east coast of Peninsular Malaysia are dominated by beach 
ridges and swales, i.e. BRIS environment. The soil type is typically sand, silty sand and 
silty clay. Sandy soil promotes water movement as discharge/recharge, whereas silty-
clayey layers aid groundwater accumulation (Mohamad et al., 2002; Roslan, 2010; Koh 
et al., 2018). Naturally, ridges are occupied by heath forests, while swales are occupied 
by wetland vegetation (Kamoona et al., 2023; Ikbal et al., 2023; Touchette et al., 2011; 
Salim et al., 2014). 

The tidal activities and river flows affect groundwater in the coastal BRIS area. It 
depends upon hydraulic properties, the geomorphology of the area, and the topography 
(Moffett et al., 2012; Ensign, 2013). Hydraulic gradient governs groundwater flow direction, 
where groundwater flows from high hydraulic head to low hydraulic head areas (Zhang et 
al., 2022; Gleeson et al., 2011). Ridges have higher elevations and water tables, i.e. higher 
hydraulic heads. They recharge the swales that are located in lower-elevation areas. Swale 
groundwater is also replenished by rivers and streams (Curtis et al., 2017). As a result of 
such hydrologic process, swales become an important water retention area and may have 
a potential in flood mitigation (Revitt et al., 2017; Gao et al., 2015). Unfortunately, the 
BRIS study has been more focused on its agriculture potential than ecological services 
like flood mitigation (Bakar et al., 2023; Zakaria et al., 2023; Ishaq et al., 2019; Toriman 
et al., 2009; Hossain et al., 2011; Lah et al., 2011).

This study hypothesises a significant difference in groundwater levels between the non-
monsoon and monsoon seasons. It suggests that the higher rainfalls during the monsoon 
season significantly affect groundwater dynamics compared to the non-monsoon season. 
Additionally, this study suggests that tidal levels affect groundwater dynamics differently 
across these seasons. Furthermore, the interaction between rainfall amount and tidal levels 
during the monsoon season substantially affects groundwater dynamics compared to the 
non-monsoon season.  

This study focuses on analysing the behaviour of the groundwater system in response 
to non-monsoon and monsoon seasons to address the gap in understanding the ecosystem 
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services in this area. The objective is to determine the impact of rainfalls and tidal levels 
on the hydrodynamic of groundwater in the BRIS coastal wetland during these distinct 
seasonal periods.

METHODOLOGY

Study Area

The study area is on the Universiti Malaysia Terengganu (UMT) campus at Mengabang 
Telipot. It is a coastal BRIS wetland located 15 km north of Kuala Terengganu City (UTM 
48N, 287720 m N, 598526 m E) (Figure 1). This coastal area has several beach ridges with 
low-lying backfill areas in between. The ridges are relict beaches, indicating the coastlines’ 
position changes as the sea level regressed after the Holocene high stand (Sathiamurthy et 
al., 2021). The estuary of this area is a temporarily open/closed estuary type (Sathiamurthy 
& Pauzi, 2020). The surrounding rivers could overflow their banks during heavy, prolonged 

Figure 1. Study area (Source: Google Earth and fieldwork)
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Figure 2. River and wetland station in the study site, Universiti Malaysia Terengganu (Source: Google Earth 
and fieldwork)
Note. The middle section is inaccessible; no stations were assigned. All stations were scattered across the 
wetland area, so the sampling work was unaffected as all stations covered the wetland area. R1 is the nearest 
station to the estuary, about 525 m downstream, whereas R2 is upstream of the same main channel, and R3 is 
in the main tributary that flows from the west

monsoonal rainfalls coinciding with high tides or when the estuary is closed. The flood 
flows would inundate a 5.26-ha wetland located within the UMT campus. Stations were 
set up to capture the hydrodynamic behaviour of the wetland under study (Figures 2 and 
3). The river stations consisted of the outlet near the estuary (R1), the inlet area from the 
campus of Universiti Sultan Zainal Abidin (UniSZA) and the Kuala Terengganu Golf 
Resort drainage system (R2), and the Wakaf Tengah River (R3). The wetlands stations, 
WA, WB, WC, WD, WE and WF were monitoring wells. 

River Water Level Measurements

The hydrodynamic behaviour of the wetland corresponding to the rivers was examined by 
measuring water levels in all stations simultaneously under high temporal resolution, i.e. 
5-minute intervals. Every station had a data logger for this purpose (Table 1). Measurements 
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were done from 10 to 21 July 2022 (non-monsoon season), 22 October to 7 November 2022 
(early monsoon season), and 4 December 2022 to 1 January 2023 (middle-monsoon season). 
It should be noted that the monsoon season here refers to the northeast monsoon, whereas 
the non-monsoon season refers to the season outside of the northeast monsoon season. These 
monitoring wells were made from perforated PVC pipes (Figure 4). They reached the marine 
clay layer in the wetland area at roughly 0.6 m to 2.4 m, with an average depth of 1.9 m.  

The marine clay layer is the first confining layer that marks the bottom boundary of 
the unconfined aquifer. The unconfined layer is only relevant for this study as the focus 
was surface and upper subsurface hydrodynamics. River stations were equipped with stick 
gauges and perforated PVC pipes as well. However, the pipes were set up primarily to 

Figure 3. Satellite and digital terrain model (DTM) image of the Universiti Malaysia Terengganu campus 
study site
Note. The DTM image was analysed using ArcMap software to indicate the ground elevation in this study area. 
The dark colour shows the high ground level. WB, WC, and WD were high-ground-level wetland stations, 
while WA, WE, and WF were low-ground-level wetland stations
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Table 1 
Basic information on wetland and river stations

The coordinates, the depth and the ground level of the wetland stations  
Station Coordinates (UTM 48N) Well Depth (m) Ground Level (m NGVD)

WA 287600 m N, 598599 m E 3.4 1.31
WB 287724 m N, 598485 m E 3 1.60
WC 287758 m N, 598373 m E 2.6 2.03
WD 287820 m N, 598255 m E 3 1.63
WE 287799 m N, 598440 m E 3.2 1.21
WF 287747 m N, 598618 m E 3 1.09

The coordinates, the bed level and the ground level of the river stations
Station Coordinates (UTM 48N) Bed Level (m NGVD) Ground Level (m NGVD)

R1 287799 m N, 598849 m E -0.262 2.744
R2 287861 m N, 598176 m E 0.345 3.312
R3 287681 m N, 598673 m E -0.139 1.891

Note. WA: Well A, WB: Well B, WC: Well C, WD: Well D, WE: Well E, WD: Well D; R1: River 1, R2: 
River 2, R3: River 3

Figure 4. Schematic diagram of wetland monitoring 
station
Note. A: PVC cap, B: PVC pipe, C: Concrete cement, 
D: Perforated PVC Pipe, E: Filter layer, F: PVC 
bottom cap 

WETLAND SOIL

WATER TABLE

MARINE CLAY LAYER

gauges and perforated PVC pipes 
as well. However, the pipes were set up 
primarily to protect data loggers from 
debris damage. PVC pipes were chosen 
because they are inert and stable, lowering 
the contamination risk. A filter layer made 
of cloth was used to keep fine soil particles 
from entering the monitoring wells.  

The elevation of each data logger was 
determined based on the crown elevation 
of the wells and the elevation points on the 
stable structures where the river stations 
were set up. Elevations were determined 
via ground levelling work based on the 
National Geodetic Vertical Datum (NGVD) 
with reference to an existing land survey 
benchmark. This work was vital to ensure 
comparable water levels, and hence, their 
differences and changes through time and 
space indicate hydrodynamic behaviour. 

During the middle monsoon season, on 
9 December 2022 at 12:30 pm, monitoring 



1515Pertanika J. Sci. & Technol. 33 (3): 1509 - 1534 (2025)

Hydrodynamic of Coastal Bris Wetlands

protect data loggers from debris damage. PVC pipes were chosen because they are inert 
and stable, lowering the contamination risk. A filter layer made of cloth was used to keep 
fine soil particles from entering the monitoring wells.  

The elevation of each data logger was determined based on the crown elevation of the 
wells and the elevation points on the stable structures where the river stations were set up. 
Elevations were determined via ground levelling work based on the National Geodetic 
Vertical Datum (NGVD) with reference to an existing land survey benchmark. This work 
was vital to ensure comparable water levels, and hence, their differences and changes 
through time and space indicate hydrodynamic behaviour. 

During the middle monsoon season, on 9 December 2022 at 12:30 pm, monitoring well 
R2 sustained structural damage due to the rapid water flow through the pipe. As a result, 
a new station was installed on 11 December 2022 at 3:15 pm. However, the damage has 
prevented data collection, resulting in an 8.22% absence of recorded data. Nonetheless, 
the collected data remains suitable for analysis. 

Salinity

The salinity in the river and wetland stations was recorded using the same data loggers 
at 5-minute intervals. Salinity measurements were taken to detect saltwater intrusion. A 
saltwater intrusion would indicate seawater infiltration into the wetland soil until it reaches 
the groundwater, which would mean the tidal event influenced the stations. However, the 
rainfall-runoff process appeared to be the main factor influencing groundwater levels when 
salinity was low. 

Tidal and Rainfall Data

The Department of Survey and Mapping Malaysia provided tidal data, while the Drainage and 
Irrigation Department provided rainfall data as supplementary data. The data were recorded at 
5-minute intervals from 10 to 21 July 2022 (10:50 pm and 11:05 pm, respectively), 22 October 
(2:00 pm) to 7 November 2022 (8:00 am), and 4 December 2022 (1:25 pm) to 1 January 
2023 (10:55 am). Rainfall data primarily came from a portable weather station (RainWise 
Portlog) set up adjacent to the study area, and rain data were recorded every 5 minutes as 
well. Hence, the rainfall and tidal data match the water level data. Hence, the cause-and-effect 
relationship can be examined. They demonstrated how the river and groundwater systems 
responded to non-monsoon, early monsoon, and mid-monsoon seasons.  

Data Analysis

Pearson correlation and X-Y scatter graphs were used to analyse the collected data. Pearson 
correlation, together with significance tests, was conducted between stations. This was to 
determine their correlations (corresponding or inverse), strengths, and significance (with 
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a p-value lower than 0.05). These analyses indicated which stations influence water level 
changes in other stations. The graphs gave a visual relation between them. For example, a 
weak positive correlation (r near 0) between two stations would indicate that the rise and 
fall of water levels of both wells had a very weak influence on each other hydrodynamically. 
However, if the correlation is strong but the ‘p’ value is higher than 0.05, it would mean 
the relation is not significant and could result from randomness, error, or lack of data. 

The study area groundwater stations (wells) were divided into high-ground and low-
ground stations based on ground elevation (Figure 3). The groundwater levels of these 
wells were compared because high-ground wells are more likely to be affected by rainfall 
recharges from the adjacent sand ridge. In contrast, the low-ground wells would be more 
affected by river water changes caused by tidal intrusions, recessions, and river upstream 
outflows. Such comparisons also enable the examination of the cause-effect relationship 
between them. Thus, the factors that affect hydrodynamic behaviour could be determined 
from these comparisons.

The graph plots helped visually compare the high and low-ground-level wetland 
stations during the non-monsoon, early-monsoon, and mid-monsoon seasons. The graphs 
demonstrated the relationship between rainfall intensities, tidal levels, river water levels 
and groundwater levels in a cause-and-effect manner. They showed the wetland’s response 
patterns or behaviour as the groundwater level fluctuated due to parameter changes. 

RESULTS AND DISCUSSION

High Ground-level Wetland Stations During Non-monsoon Season

Groundwater stations (monitoring wells) WB (ground level: 1.60 m NGVD), WC (2.02 m 
NGVD), and WD (1.63 m NGVD) are located on higher grounds, i.e., close to the middle 
of the beach ridges (Figure 3). Unlike the other wells and river stations, these WB stations 
were unaffected by tidal changes during the non-monsoon season, as the salinity range was 
0.375 ppt to 0.391 ppt (Figure 3). The WB station has a weak connection with R1 (r=0.04, 
p=0.02) and R3 (r=0.08, p< 0.001), as indicated by their almost zero correlation values. 
On the other hand, the WB station and the R2 station do not have a statistically significant 
relationship (r= 0.01, p= 0.64). This station’s water level range was from 1.475 m to 1.658 
m NGVD. Nonetheless, when it rained, the water level in WB increased. Water from the 
nearby village storm drain flowed into the wetland when it rained (Figure 2).  

Moreover, it was found that R1 (r= 0.13, p< 0.001), R2 (r= 0.09, p< 0.001), and R3 (r= 
0.15, p< 0.001) had a weak positive relation with WC station. That showed WC essentially 
was not influenced by river water fluctuations. WC was in the upper part of the wetlands 
and near the middle of the beach ridge. Its water level ranged from 1.967 m  to 2.091 m 
NGVD during the non-monsoon season. The ground level of the WC was higher than other 
stations, and generally, it had a higher hydraulic head. 
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There were weak negative relationships between the WD station and R1 (r = -0.12, 
p < 0.001), R2 (r = -0.12, p < 0.001), and R3 (r = -0.08, p < 0.001). The salinity ranges 
from 0.122 ppt to 0.136 ppt. It should be noted that in the natural environment, freshwater 
would show some values for conductivity because of dissolved minerals. Hence, very low 
values do not necessarily indicate minor seawater intrusions (McCleskey et al., 2011). In 
addition, although tidal events cause changes in river water levels, it showed a limited 
susceptibility to these changes, as evidenced by its very low salinity values (Xu et al., 
2022). The water level at WD ranges between 1.554 m  and 1.638 m NGVD, demonstrating 
minor fluctuations (less than 10 cm) compared to the large fluctuations in the river (Figure 
5). As a result of tidal intrusions and recessions in the river, river water levels showed 
changes, while groundwater levels at WD displayed a minor drop trend. This indicated 
that river water level changes had little effect on WD, even though WD was just 15 m 
away. The natural process of groundwater recharge/discharge relation with the river was 
most probably impeded by an embankment of compacted clay soil that reduced hydraulic 
conductivity. Such impeded exchange could harm the ecosystem (Wilopo & Putra, 2021; 
Aish, 2010; Pang et al., 2009). 

During the non-monsoon season, all high-ground level wetland stations were unaffected 
by the river water fluctuations, as indicated by their weak correlations (average r was 
only 0.02). The higher groundwater levels prevented river water from reaching this area 
as it was against the hydraulic gradient. It showed that ground elevation has a significant 
effect on groundwater flow. In addition, in the case of WD, the embankment impeded 
the subsurface intrusion of river water into the wetland. This also retarded the recharge/
discharge of the groundwater. The total rainfall recorded was 113.2 mm from 10 to 22 
July 2022 (10:50 pm and 1:50 am, respectively), indicating no significant groundwater 
recharge from adjacent ridges. The rainfall amount was classified as type 1 with no runoff 
occurrence (Othman et al., 2020).

Low Ground-level Wetland Stations During Non-monsoon Season

Changes in river water levels and rain influenced the lower-ground wetland stations. This 
can be seen in the observations made at WA (ground level: 1:30 m NGVD), WE (1:21 m 
NGVD) and WF (1:09 m NGVD). The groundwater water level generally ranged from 
0.589 m NGVD to 1.431 m NGVD (Figure 6) - the area with lower elevations experienced 
flooding during spring high tides. 

There was a stronger positive relationship between WF with all three river stations, R1 
(r=0.59, p< 0.001), as well as R2 (r=0.66, p< 0.001) and R3 (r=0.61, p< 0.001) compared 
to WA and WE. The moderate correlation coefficients for WA with R1 (r=0.48, p< 0.001), 
R2 (r=0.52, p< 0.001), and R3 (r=0.52, p< 0.001) river stations indicated a slightly weaker 
link by comparison. WE station showed a similar moderate relation, indicated by correlation 
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coefficients of 0.45 (p< 0.001), 0.49 (p< 0.001), and 0.52 (p< 0.001) for R1, R2 and R3. In 
comparison, these correlation values were significantly higher than those of WB, WC, and 
WD, indicating that river water fluctuations influenced the lower area of the wetland more.

WE water level ranged from 1.282 m  to 1.493 m NGVD and WA, 1.216 m to 1.514 
m NGVD in response to the spring tide event in mid-July that reached 1.510 m NGVD. 
Their water levels showed very little change over time throughout the observation period. 
In contrast, the WF groundwater level showed fluctuations that corresponded closely to 
river water level changes, as indicated by its stronger correlations. WF was located on 
lower ground compared to WE and WA. Unlike WE, it was beside the river, and there was 
no embankment to impede river overflow. Thus, WF was very susceptible to inundation 
through direct overflow from the river, and this emphasised the effect of topography and 
man-made structures like an embankment. The recorded amount of rainfall was just 113.2 
mm starting from 10 to 21 July 2022 (10:50 pm and 11:05 pm, respectively), which could 
not have generated high upstream flows that would have elevated river levels hence high 
tides were the essential cause of groundwater rise and even inundations (Hsieh et al., 2020). 
Rainfalls did not have a significant effect.

High Ground-level Stations During Early Monsoon Season 

During the monsoon season, changes in river water levels caused slight changes in the 
water level at three high-ground wetland stations (WB, WC, and WD), just like the non-
monsoon season. The average correlation between groundwater and river levels was 0.22. 
It was stronger than the non-monsoon condition but still a weak one. Figure 7 shows small 
changes in groundwater water levels during rainfalls, but they were generally insignificant, 
just like in the non-monsoon conditions. 

WB groundwater level rose from 1.578 m to 1.669 m NGVD, showing a bigger 
change compared to WC and WD. Notably, the salinity range found at this station was 
in the freshwater category, with a reading of 0.28 ppt. This low salinity was due to the 
area being closed to a nearby drain that discharged stormwater from the beach ridge and 
sub-surface flow from the ridge (Figure 2). These were freshwater recharges. The study 
showed that there was a weak relationship between the station in the wetland and the river 
stations, with R1 (r=0.26, p< 0.001), R2 (r=0.28, p< 0.001), and R3 (r=0.37, p< 0.001). 
This discovery suggests that variations in river water levels have a minor influence on the 
water level of the WB, and the fact that the wells remained fresh indicated no significant 
saline intrusion into this area.  

The correlation coefficients for R1 (r=0.21, p< 0.001), R2 (r=0.22, p< 0.001), and R3 
(r=0.25, p< 0.001) with WC showed that the WC station had a weak hydraulic connection 
to the river station. The high-water levels in WC range from 2.068 m  to 2.10 m NGVD 
compared to the other wells, suggesting that it was a recharge area receiving groundwater 
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from the beach ridge. WC was the closest well to the ridge. Ridges are active rainfall 
recharge areas with high hydraulic conductivity that could transfer sub-surface water 
downslope since they are made of sand (Sathiamurthy et al., 2021). 

The WD station water level ranges from 1.551 m to 1.610 m NGVD, which also results 
from ridge recharge. The relation of WD to R1, R2, and R3 were positive just like WC 
but weaker (i.e. r=0.12, p< 0.001, r=0.10, p< 0.001, and r=0.13, p < 0.001, respectively).   
Also, the salinity of the groundwater ranged between 0.126 ppt to 0.115 ppt, which means 
it was not affected by the tidal intrusion but received freshwater from rainfalls and ridge 
sub-surface input (Abdullahi & Garba, 2016).

Early in the monsoon season, the study area received moderate rainfalls of 245.3 mm 
(22 October 2022, 2:00 pm to 7 November 2022, 1:50 pm). The WD station indicated no 
influence from the fluctuation of the river water, which means tidal activity had little impact. 
Meanwhile, WC and WB stations fluctuated after rainfall (total rainfall: 42.4 mm, 30 to 31 
October 2022, 9:35 pm and 1:20 am, respectively) (Figure 6). The WB station was exposed 
to the storm drain, which accumulated rainfall surface runoffs in the wetland station and 
increased the water level. Meanwhile, the WC received sub-surface water from the ridges. 

Low Ground-level Wetland Stations During the Early Monsoon Season

All stations were affected by river water level changes and rainfall events, especially WF. 
They had an average correlation of 0.54 with river water levels. The water level range 
of WF was 1.551 m to 1.610 m NGVD and had a strong positive correlation with river 
stations, i.e. R1 (r= 0.66, p < 0.001), R2 (r=0.72, p < 0.001), and R3 (r= 0.75, p < 0.001). 
High tides caused increases in the water levels of R3 and led to an overflow into the WF 
area when the water level exceeded the ground level (Meng et al., 2022). The water level 
of R3 needed to reach 1.2 m NGVD for this overflow to occur, as shown in Figure 8. 

There was a moderately strong positive link between WA and R1 (r=0.55, p< 0.001), 
R2 (r=0.62, p< 0.001), and R3 (r=0.61, p< 0.001). Its water levels rose during the spring 
tide. This observed rise in water levels coincided with increased salinity ranging from 2.759 
ppt to 3.368 ppt, indicating saline intrusions. Outside the monsoon season, the water level 
ranged from 1.216 m to 1.514 m NGVD. Water levels during the early monsoon season 
ranged from 1.237 m to 1.553 m NGVD, showing small changes. The water table in the 
area affected by the flooding remained high, causing saturation (Mitsch & Gosselink, 2015). 

WE had a stronger positive relation to R1 (r=0.60, p< 0.001), R2 (r=0.65, p< 0.001), and 
R3 (r=0.66, p< 0.001). Water levels at this station varied from 1.276 m to 1.535m NGVD, 
depending on the effect of tidal fluctuations in the river. When the river flow increased, the 
water level rose. Its salinity rose from 5.543 ppt to 6.461 ppt during spring tides, indicating 
saline intrusion. Low ground level and a high-water table near WE caused the area to flood 
often, hence lacking storage for extra flood water. (Jolly et al., 2008). 
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Rainfalls amounting to 245.3 mm, 22 October 2022, 2:00 pm to 7 November 2022, 1:50 
pm, coinciding with high spring tides elevated river levels affecting all low-ground wetland 
stations. The river level fluctuation affected the WF station, indicating a corresponding 
oscillation. In comparison, the WA and WE stations were affected only during spring tides 
with several inundation episodes. 

High Ground-level Wetland Stations During Mid-monsoon Season

A flood event occurred during the mid-monsoon season and reached this wetland section. It 
was during neap tide; hence, it was not the result of high tidal levels but of river flood flows 
(Figure 9). Notably, the salinity found at this station was in the freshwater category, with a 
reading of 0.288 ppt. The higher section of the wetland received river surface overflows. 
The WB station recorded a water level range of 1.521 m to 2.341 m NGVD (flood event). 
The WB station showed strong significant correlations with R1 (r=0.50, p< 0.001), R2 
(r=0.66, p<0.001), and R3 (r=0.63, p< 0.001). The R2 station was destroyed during this 
season due to very strong water flow (refer to Water Level Measurement). As this station 
was near the storm drain, this area received high stormwater discharge from the beach 
ridge, and sub-surface flow from the ridge entered the wetland, which was separated from 
the river overflows.  

At the WC station, the water level ranged from 2.041 m to 2.314 m NGVD. This 
station had a moderately weak positive correlation with R1 (r=0.30, p< 0.001), R2 (r=0.44, 
p<0.001), and R3 (r=0.41, p< 0.001), showing that WC had a weak hydraulic connection to 
the river station. During this season, high rainfall amounts (1056.1 mm) from 4 December 
2022 (1:25 pm) to 1 January 2023 (10:55 pm) recharged the beach ridge near the WC 
station, creating excessive subsurface water from the beach ridges.   

The water level in the WD station ranged from 1.639 m  to 2.379 m NGVD. This 
station showed weak correlations with R1 (r= -0.02, p = 0.135), R2 (r = 0.10, p 0.001), 
and R3 (r = -0.06, p 0.001). Also, the salinity ranged between 0.07 ppt and 0.10 ppt, which 
means it was not affected by tidal intrusion despite receiving river flood overflows from 
R2 and subsurface input.  

As recorded during the middle monsoon season, the water level in high-ground-level 
wetland stations was affected by the water level from the R2 station (Figure 9). The 
high rainfall amount (668.9 mm) from 4 to 19 December 2022 (1:25 pm and 12:00 pm, 
respectively) led to the flood event. However, the rainfall amount from 19 to 23 December 
2022 was 387.2 mm, which did not increase the groundwater level stations. However, 
WB and WC station water levels decreased right after the flood event receded, while WD 
remained with high water levels. WD station was behind an embankment composed of low 
hydraulic conductivity material (i.e. clay), which slowly discharged water back into the 
river. This indicated that ground elevation was not solely responsible for retaining water 
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within the wetland, but the soil texture also influenced it. Moreover, the embankment 
demonstrated the anthropogenic effect on the natural ecosystem. 

Low Ground-level Wetland Stations During the Mid-monsoon Season

Both high tides and rainfall events impacted all stations. The water level of WA ranged from 
1.234 m to 2.315 m NGVD during the flood event (Figure 10). WA stations got excess water 
from R3, as the R3 water level was at 2.360 m NGVD, making the water flow from R3 to 
WA. There was a strong correlation between this station and R1 (r = 0.67, p< 0.001), R2 
(r = 0.79, p<0.001), and R3 (r = 0.75, p< 0.001). The salinity range at this site varied from 
2.924 ppt to 4.113 ppt due to dissolved minerals in the natural environment of freshwater.    

The WE station’s initial water level measurement was 1.863 m NGVD. However, 
the water level rose to 2.304 m NGVD during the flood. This station exhibited a positive 
correlation with R1 (r=0.64, p 0.001), R2 (r=0.77, p 0.001), and R3 (r=0.73, p 0.001). The 
salinity at this site ranged from 8.126 ppt to 10.186 ppt, indicating some saline intrusions. 

The correlation coefficients between WF and R1 (r=0.79, p< 0.001), R2 (r=0.88, 
P<0.001), R3 (r=0.85, p < 0.001) were all strong positive. During flood events, the WF 
water level ranged from 1.737 m to 2.171 m NGVD.   The rise in river water levels during 
the flood increased groundwater levels at low ground-level stations. 

During the middle monsoon season, the low ground-level wetland stations were affected 
by river overflows. The high rainfall amount (668.9 mm) from 4 to 19 December 2022 
(1:25 pm and 12:00 pm, respectively) led to the flood event (Figure 10). However, the 
water levels of WA, WE, and WF stations decreased after the flood, following the decrease 
in river water levels. This showed that the low ground-level stations discharged excess 
water quickly and had a short flood retention time. From 19 to 23 December 2022, rainfalls 
(387.2 mm in total) and a transition from neap to spring tides caused the groundwater level 
to increase. These low ground-level wetland stations were affected by spring high tides 
primarily after that, as there was essentially no rainfall event (Figure 10). 

There are no previous studies on coastal BRIS wetland hydrodynamics for direct 
comparison. Nonetheless, an indirect comparison can be made with peatlands. Peatlands 
are rain-fed, and coastal BRIS wetlands are essentially river-fed, as demonstrated by the 
results of these studies. Research on peatlands in Kuantan, Pahang, and West Kalimantan, 
Indonesia, demonstrated a clear seasonal water retention pattern during the northeast 
monsoon (Wetland International, 2010; Marwanto et al., 2018). In contrast, in this study 
area, wetland groundwater level changes coincided with changes in river water levels caused 
by tidal intrusions/recessions and upstream river flow. Hence, coastal BRIS wetlands might 
not be able to retain water for prolonged periods like peatlands.

Table 2 summarises water level measurements across the non-monsoon, early monsoon, 
and mid-monsoon seasons for wells on higher and lower wetland grounds. Table 3 shows 
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the correlations between wells, river stations and tidal data. The elevated ground locations 
were near the ridge line of the beach ridge, whereas the lower ground sites were positioned 
adjacent to the river. This investigation revealed that the quantity of rainfall significantly 
influenced high-ground-level stations. These stations received rainfall recharge via sub-
surface flow from the ridge area. The ridge consisted of sand sediments; hence, it has a high 
infiltration rate and hydraulic conductivity, creating higher sub-surface flow compared to 
surface runoffs. In comparison, river water levels primarily influenced low-ground level 
stations, which correlated with tidal fluctuations. Table 2 also indicates the percentage 
change in water level by comparing average levels during the mid-monsoon season with 
those observed during the non-monsoon season. 

These variations indicated the water level retained during the mid-monsoon period at 
each station. WF stations demonstrated a notably higher percentage change, followed by 
WD stations. WF station was located at a low ground level adjacent to the river. While 
the WD station was located at a high ground level, the groundwater level was affected 
by sub-surface flow from the adjacent ridges. This suggests that water from the ridges 
moves downwards through the subsurface, recharging the groundwater at the WD station. 
The river`s tidal fluctuation influenced the groundwater level indirectly, as indicated by 
a weaker correlation between tidal and groundwater levels, with an average of r = 0.22. 
In contrast, tidal and river water levels showed a strong average of r = 0.81 (Table 3). 
River water levels generally rose during high tide and fell during low tide, except for 
flooding caused by upstream outflows resulting from heavy rainfalls. This phenomenon is 

Table 2
Water level ranges, averages and changes during non-monsoon, early monsoon, and middle monsoon seasons 
at high ground level wetland stations and low ground level wetland stations

Station / 
Ground level

WC 
2.02

WD 
1.63

WB
1.60

WA
1.30

WE 
1.21

WF 
1.09

High-ground-level wetland stations Low ground-level wetland stations
Water level Non-
monsoon season

1.967–2.091 
(2.042)

1.554–1.638 
(1.577)

1.475–1.658 
(1.563)

1.216–1.514 
(1.251)

1.282–1.493 
(1.310)

0.589–1.431 
(0.861)

Water level Early 
monsoon season

2.068–2.10 
(2.084)

1.551–1.610 
(1.580)

1.578–1.669 
(1.602)

1.237–1.553 
(1.257)

1.276–1.535 
(1.302)

0.761–1.451 
(0.937)

Water level Middle 
monsoon season

2.041–2.314 
(2.070)

1.639–2.379 
(1.908)

1.521–2.341 
(1.628)

1.234–2.315 
(1.327)

1.296–2.304 
(1.381)

0.804–2.171 
(1.072)

Water level 
changes 

0.028 0.331 0.065 0.076 0.071 0.211

Water level 
changes (%) 

1.37 20.98 4.15 6.07 5.41 24.50

Notes. Values in brackets are average water levels. All water levels and ground levels are in meter NGVD. 
Water level changes in meters were determined by subtracting the average water level during the non-monsoon 
season from the average of the middle monsoon season.
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Table 3 
Water level correlation analysis of river station (R1–R3) wetland station (WA–WF) and tide station during three 
different seasons: (A) the non-monsoon season, (B) early monsoon season and (C) middle monsoon season

A Tidal R1 R2 R3 WA WB WC WD WE WF
Tidal NR
R1 0.86 NR
R2 0.76 0.96 NR
R3 0.81 0.99 0.97 NR
WA 0.32 0.48 0.52 0.52 NR
WB -0.06 0.04 0.01 0.09 0.32 NR
WC -0.01 0.13 0.09 0.15 0.26 0.58 NR
WD -0.01 -0.12 -0.12 -0.08 0.01 0.33 -0.31 NR
WE 0.27 0.45 0.49 0.52 0.87 0.56 0.39 0.10 NR
WF 0.44 0.59 0.66 0.61 0.54 -0.11 -0.13 -0.05 0.38 NR
B Tidal R1 R2 R3 WA WB WC WD WE WF
Tidal NR
R1 0.92 NR
R2 0.85 0.97 NR
R3 0.83 0.97 0.98 NR
WA 0.44 0.55 0.62 0.61 NR
WB 0.10 0.26 0.28 0.37 0.27 NR
WC 0.15 0.21 0.22 0.25 0.28 0.06 NR
WD 0.08 0.12 0.10 0.13 0.02 0.63 -0.35 NR
WE 0.46 0.60 0.65 0.66 0.93 0.45 0.20 0.23 NR
WF 0.50 0.66 0.72 0.75 0.78 0.51 0.24 0.22 0.81 NR
C Tidal R1 R2 R3 WA WB WC WD WE WF
Tidal NR
R1 0.84 NR
R2 0.70 0.94 NR
R3 0.70 0.96 0.97 NR
WA 0.32 0.67 0.79 0.75 NR
WB 0.17 0.50 0.67 0.63 0.87 NR
WC 0.09 0.30 0.45 0.41 0.58 0.81 NR
WD -0.02 -0.02 0.14 -0.06 0.12 0.02 -0.11 NR
WE 0.31 0.64 0.77 0.73 0.99 0.89 0.62 0.11 NR
WF 0.47 0.79 0.88 0.85 0.95 0.80 0.53 0.06 0.93 NR

Notes. Underscored numbers have a p-value equal to or greater than 0.05, indicating an insignificant correlation. 
The rest of the results are significant because the p-values are less than 0.05. If the r value is near +0.5, it means 
a moderate corresponding relationship. If the r value is near -0.5, it means a moderate inverse relationship. If 
the r value is near +1, it means a strong corresponding relationship. If the r value is near -1, it means a strong 
inverse relationship. If the positive r value is near 0, it means a weak corresponding relationship. If the negative 
r value is near 0, it means a weak inverse relationship
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understandable as the rivers are connected to the sea as open channels and hence exposed 
to daily tidal intrusions and recessions. In contrast, wetland groundwater was flowing 
through the wetland’s sediment layer. In comparison, the lower section of the wetland 
was more influenced by river water level changes than the higher section. During the 
non-monsoon season, the average correlation between the low-ground wells (WA, WE 
and WF) with river water levels was 0.54 (r ranged from 0.45 to 0.66). In contrast, the 
high ground stations (WB, WC and WD) were just 0.02 (r ranged from -0.12 to 0.15) and 
showed negative correlations. During monsoon season, the lower section was even more 
influenced, with an average strong r of 0.76. The higher section also experienced greater 
hydraulic connectivity, as demonstrated by a higher average r of 0.34. 

CONCLUSION 

Rainfalls and river water levels influenced the behaviour of BRIS coastal wetland 
groundwater levels during both non-monsoon and northeast monsoon seasons. The study’s 
results indicated that tidal oscillations had a strong correlation with river water level 
changes, with correlation coefficients (r) ranging from 0.7 to 0.92 and an average of 0.81. 
This strong relationship is characteristic of tidal rivers, where tidal oscillation significantly 
modulates river water levels. However, the effect of tidal oscillations on groundwater level 
changes was found to be relatively weak, with an average correlation coefficient of 0.22. 
This weak correlation suggests that tidal oscillations partially influence groundwater levels, 
primarily through their effects on river water levels, which propagate into the subsurface 
hydrological system. River water levels, although strongly influenced by tidal oscillations, 
were also found to be dependent on upstream flows, particularly during periods of increased 
rainfall. This dual dependence highlights the role of upstream discharge in modulating river 
hydrodynamics and, consequently, their influence on the surrounding wetland. 

The lower section of the wetland, as evidenced by data from monitoring wells (WA, 
WE, and WF), exhibited a stronger response to river water level changes, with an average 
correlation coefficient of 0.54. During the monsoon season, this influence became even more 
pronounced, with the average correlation increasing to 0.76. This heightened connectivity 
during monsoon conditions was likely due to elevated river water levels caused by increased 
upstream discharge from heavy monsoonal rainfall, which enhanced hydraulic connectivity 
between the river and the wetland. In contrast, the higher section of the wetland, located 
nearer to the ridge, showed a much weaker influence from river water levels, with an 
average correlation coefficient of 0.18. However, even in this elevated region, the influence 
of river water levels increased during the monsoon season, with the average correlation 
rising to 0.34. This suggests that during periods of high rainfall and elevated river levels, 
the hydraulic connectivity between the river and the higher section of the wetland increases, 
allowing for greater interaction between surface and subsurface water systems. The study 



1531Pertanika J. Sci. & Technol. 33 (3): 1509 - 1534 (2025)

Hydrodynamic of Coastal Bris Wetlands

also revealed that fluctuations in river water levels, largely driven by tidal oscillations, 
are crucial in regulating the wetland’s groundwater dynamics, irrespective of the season. 

However, the overall groundwater level changes in the wetland were generally limited 
to approximately 0.5 m below ground level. This limited fluctuation indicates that the 
wetland system is relatively shallow and constrained in its capacity to store or regulate 
large volumes of water. Furthermore, low-lying areas adjacent to the rivers were frequently 
observed to be either saturated or inundated, particularly during high river levels or flood 
events. This persistent saturation of the wetland soil reduced its ability to act as a prolonged 
floodwater retention system, further highlighting its limitations as a natural flood mitigation 
mechanism. Given these findings, the BRIS wetland’s effectiveness in retaining flood 
waters and controlling floods might be significantly constrained by its shallow groundwater 
table and high degree of soil saturation. These limitations were particularly evident during 
periods of heavy rainfall and flooding when the capacity for water storage in the vadose 
zone exceeded. Future research could investigate the impact of soil texture, porosity, and 
infiltration rates on the hydrodynamic behaviour of BRIS wetlands. Such studies would 
provide valuable insights into the physical properties of the wetland soil and their influence 
on water retention capacity, potentially contributing to developing strategies to enhance 
the flood control functionality of BRIS wetlands.
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ABSTRACT

Cracked and potholed roads frequently cause deadly accidents, posing serious safety risks and 
significant maintenance expenses. Vehicles hitting potholes can damage road furniture, increase 
maintenance costs, and leave road users with significant repair expenditures for their vehicles. 
Drivers feel insecure and uncomfortable when continually monitoring road conditions to avoid 
potholes, which detracts from their entire driving experience. This project seeks to create a Pothole 
Detection System that employs Convolutional Neural Network (CNN) algorithms to explore feature 
extraction approaches for identifying road potholes. The model was trained with CNN algorithms 
to identify photos as a pothole or normal, and You Only Look Once (YOLO) to detect and estimate 
pothole areas. Two datasets were joined to create a cohesive dataset with 681 images from the 

first and 4000 images from the second, for 
4681 images. These pictures, divided between 
potholed and typical roads, were cleaned and 
resized to 256×256 pixels. The dataset was split 
into two groups: 70% training and 20% testing. 
Roboflow Annotate was used to annotate images. 
Following data preparation, the CNN and 
YOLO algorithms were created independently. 
The CNN-YOLO model had an accuracy rate 
of 92.85%. This project increases road safety, 
infrastructure upkeep, and traffic flow. The 
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pothole detection technology warns drivers about potential road hazards, decreasing accidents 
and fatalities. Efficient detection allows for preventive, cost-effective road maintenance, optimises 
government resource allocation, and enhances the driving experience by lowering car maintenance 
costs and assuring safer roads. 

Keywords: Convolutional Neural Network, pothole detection, preventive maintenance, road safety, vision-
based detection, YOLO algorithm 

INTRODUCTION

Roads are essential transportation arteries, contributing significantly to any region’s 
economic and social development. They make it easier to move people, commodities, and 
services, which boosts trade and connection. Well-maintained roads stimulate economic 
growth by shortening travel times, saving vehicle operating costs, and enhancing access 
to markets and services. Furthermore, good road infrastructure encourages social contact 
and provides access to critical services like healthcare and education. Preserving road 
quality should be prioritised because lousy road conditions can have severe economic and 
social consequences. According to the Public Works Department (Jabatan Kerja Raya-
JKR), maintaining good road conditions is critical to preserving the safety and efficiency 
of transportation networks (Othman, 2023).

Despite the vital role of roads, many places, mainly rural areas, need more maintenance, 
resulting in road damage such as cracks and potholes. These deteriorated roads offer serious 
safety issues, frequently leading to accidents and higher vehicle repair costs. According to 
the Ministry of Public Works, as of November 2023, the MYJalan application had received 
4,935 complaints about road concerns, 425 of which were for potholes and 249 concerning 
other road damage (KKR, 2023). Road maintenance and repair costs are significant and 
affect government budgets and individual road users. Poor road conditions also impair 
traffic flow, causing congestion and delays that increase economic losses.

Potholes, which are bowl-shaped depressions in the road surface, are a major issue 
in Malaysia. They are often formed by minor fractures that grow over time due to water 
infiltration, traffic stress, and freeze-thaw cycles (Golos, 2024). Poor road management, 
excessive vehicle traffic, and industrial activity all contribute to the production of potholes 
in Malaysia. Potholes not only endanger drivers but also raise car maintenance costs. Areas 
with considerable industrial activity, such as manufacturing and construction zones, are 
especially vulnerable to severe road damage. The frequency of potholes in areas such as 
Sabah and Sarawak emphasises the importance of appropriate road repair measures to 
ensure the safety and efficiency of transportation networks (Manzor, 2021).

The fundamental issue raised in this study is the enormous safety risk created by 
potholes on Malaysian highways. Poor road conditions were associated with 223 incidents 
from 2018 to 2020, with 148 fatalities (Noh, 2021). Potholes can cause serious accidents, 
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particularly for motorcyclists, who are less protected than drivers in other vehicles. The 
problem is exacerbated during inclement weather and at night when visibility is reduced. 
Addressing pothole-related issues is critical for improving road safety, lowering accident 
rates, and limiting economic losses due to car repairs and traffic congestion.

This study aims to create a Pothole Detection System that efficiently identifies road 
potholes using Convolutional Neural Network (CNN) techniques. The method uses deep 
learning algorithms to extract information from photographs of road surfaces, allowing 
for reliable pothole detection. The proposed system’s accuracy is also evaluated using a 
confusion matrix, which ensures the detection process’s reliability. The ultimate goal is to 
deliver a robust system that improves road safety, optimises maintenance operations, and 
lowers the economic cost of road damage.

This research helps to improve road safety and infrastructure upkeep by tackling the 
problem of pothole identification using innovative technology techniques. The planned 
Pothole Detection System alerts drivers to possible road risks and enables timely and cost-
effective road repairs. This technique ensures better use of government resources, lowers 
vehicle maintenance costs and improves the overall driving experience by keeping roads 
safer and smoother.

BACKGROUND OF STUDY

Pothole Detection System

Potholes, which are bowl-shaped depressions on road surfaces with a minimum dimension 
of 150mm, pose significant risks to drivers, causing vehicle damage, accidents, and even 
fatalities (Kaushik & Kalyan, 2022). Climate change, high traffic volume, and inadequate road 
maintenance are all factors that contribute to pothole formation. Recognising the importance 
of road safety, there is a rising effort to create effective pothole-detecting systems that use 
artificial intelligence (AI) technology. Traditional manual pothole detection methods are 
time-consuming, expensive, and ineffective. For example, taking photographs over several 
days and having engineers analyse the damage results in longer repair timeframes and higher 
expenditures. Integrating deep learning (DL) with pavement systems presents a viable option. 
The pothole detecting system usually includes segmentation, candidate region extraction, 
and result creation. Images gathered using optical devices on automobiles are processed and 
matched using predetermined algorithms to detect potholes (Sharma et al., 2023).

Automated pothole detection systems typically involve four steps: data collecting, 
preprocessing, feature extraction, and pothole classification (Kim et al., 2022). Data 
acquisition is obtaining raw data, such as photographs or sensor data, to create a dataset. 
Data preprocessing refines data by employing techniques such as filtering and masking 
to aid learning or analysis. Feature extraction identifies elements that separate potholes 
from non-potholes in preprocessed data. In contrast, pothole classification detects potholes 
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using these features. Various automatic detection methods are used, including vision-
based, vibration-based, and 3D reconstruction methods. Vision-based approaches locate 
potholes using image processing and deep learning. While they are cost-effective, they have 
limitations in terms of depth measurement. Vibration-based approaches use acceleration 
sensor data to estimate pothole existence and depth; however, they may be inaccurate in 
form identification. 3D reconstruction approaches use stereo vision technology to offer 
accurate pothole volume estimations, but they are more expensive and complicated (Lincy 
et al., 2023).

Potholes are detected using various methods and technology, including sensors like 
cameras and accelerometers mounted on vehicles. These methods are classified into four 
types: vibration-based methods, 3D methods, vision-based methods, and deep learning 
methods that use 3D point clouds. Vibration-based approaches, often known as “Pothole 
Patrol,” identify potholes using acceleration data from sensors, needing a vehicle outfitted 
with many sensors and a central computer. Stereo vision, geometric interactions between 
cameras, and lidar are used in 3D ways to obtain precise 3D point cloud data, as are multi-
sensor combinations such as Kinect and structured light sensors. Vision-based methods, 
such as 2D image-based systems, rely on single frames and require additional algorithms 
to detect and count potholes (Kaushik & Kalyan, 2022). Deep learning approaches for 3D 
point cloud data use advanced algorithms such as Region-based CNN, Range Image-Based 
Method, Graph-based Network, and PointNet-based Architecture to achieve more precise 
detection. However, estimating the depth of potholes filled with gravel, sand, pebbles, or 
water presents hurdles, needing image processing techniques to appropriately classify road 
conditions (Bhamare et al., 2021). Ultrasonic sensors, LiDAR, accelerometers, and cameras 
are standard pothole-detecting sensors, each with its own advantages for identifying and 
monitoring road damage.

Calculation Estimation Module

Potholes pose notable threats to road users, demanding advances in detection and treatment 
techniques. Recent studies highlighted the importance of AI in improving pothole detection 
and categorisation accuracy and efficiency. Deep learning techniques, specifically 
convolutional neural networks (CNNs), rapidly enhance classic pothole detection 
approaches. For example, Ranyal et al. (2023) created a pothole identification system that 
uses a modified RetinaNet CNN algorithm with 3D vision to evaluate pothole depth. This 
technique uses CNNs to recognise and localise potholes in video frames before generating 
a 3D point cloud with structure-from-motion (SfM) photogrammetry to compute depth. 
The approach uses the RDD2020 pavement image dataset, which includes photos from 
Japan, India, and the Czech Republic. It achieves an average depth measurement error of 
less than 5% while maintaining excellent detection accuracy (98%).
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Additional improvements in pothole repair include computer vision technologies for 
cost prediction. Hossain et al. (2023) used YOLOv4-small and Deep SORT to estimate 
pothole detection and repair expenses. Their method entails teaching the algorithm to detect 
potholes and estimate repair costs by drawing bounding boxes around identified anomalies. 
The average accuracy of area measurement is 66.02%, with potential improvements of up to 
97.42% depending on where the pothole is in the frame. The study determines repair costs 
by multiplying the area of discovered potholes by a repair cost per square foot of USD 12.

Halim et al. (2022) investigated another method for estimating pothole dimensions 
using YOLO. Their investigation entails taking photographs with a camera placed 80 to 
100 cm above the pavement at a 60-degree angle. The photos are processed to determine 
pothole length and width, which aids in accurate repair cost projections. For optimal 
detection effectiveness, the YOLO algorithm in this work requires training and test sets, 
as well as scaled and labelled images.

Arjapure and Kalbande (2021) introduced a method for determining pothole areas 
using the Mask R-CNN algorithm, combining object identification and mask prediction 
to identify assigned regions of interest (ROI). Their approach separates photos into two 
sets: 240 for training and 51 for testing. The pixel size is calculated using the field of 
view and the image resolution. On the other hand, area calculation takes the number of 
pixels from the prediction mask and the pixel size into account, as well as any deviation 
or error calculations. Manual picture annotation is done with the VGG picture Annotator 
tool, and the Mask R-CNN model provides prediction masks for area measurement. The 
study accurately calculates the geometric characteristics of potholes in cm². It compares 
computed areas to actual physical measurements, confirming Mask R-CNN’s effectiveness 
in accurately estimating pothole areas. 

Table 1 presents similar works on potholes detection by using other algorithms. And 
Table 2 depicts the implementation of convolutional neural network algorithm in pothole 
detection system.

METHODOLOGY

The principles of model design were carefully considered to develop a robust and efficient 
pothole detection system. Leveraging existing research, a CNN-YOLO8 hybrid approach 
was chosen due to its proven effectiveness in extracting and recognising complex visual 
features. CNN was employed for feature extraction because of its ability to analyse 
hierarchical patterns in images, making it ideal for detecting cracks and potholes with 
varying textures and shapes. On the other hand, YOLO was integrated for its capability 
to perform real-time object detection with high accuracy, ensuring the system’s practical 
applicability in real-world scenarios. This architecture addresses the need for a fast and 
reliable solution to efficiently classify and detect road defects.
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AI-driven Vision-based Pothole Detection Framework

The study employed CNN to improve the recognition of potholes. The development of 
this project began with the data collection process (Gazawy et al., 2023). The dataset used 
for this study was sourced from secondary data available on the Kaggle platform (Kumar, 
2019). Two datasets were identified as the most suitable for this project. The first dataset 
comprises 681 image samples, while the second contains 6,000 images, of which only 
4,000 were utilised. Figure 1 presents samples of pothole images. 

Figure 2 shows the architecture of the project to be developed. The database stores all 
the images, categorised into potholes and normal roads, before going through the image 
preprocessing process and pothole segmentation. 

These datasets were integrated into a cohesive dataset. They underwent rigorous 
data cleaning to ensure quality and enhance model performance. This process involved 
formatting, organising, and discarding some data to address potential class imbalances and 
achieve a more balanced distribution.

The dataset was categorised into two main groups based on visual characteristics: 
pothole and normal road images. This categorisation was essential for training the model 
to accurately differentiate between roads with potholes and those without. Each image was 
visually inspected to confirm its relevance, with 329 “potholes” and 352 “normal roads.” 
Labels were assigned systematically:

• Pothole: Images depicting visible potholes.
• Normal: Images showing smooth, undamaged roads.
• A structured labelling framework was implemented to minimise errors and ensure 

consistency.

Figure 1. Sample of images
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Figure 2. System architecture of pothole detection system

Images were divided into three subsets to prepare the dataset for training:
• Training Set (70%): Used to train the model with diverse image samples.
• Testing Set (20%): Used to evaluate the model’s performance on unseen data.
• Validation Set (10%): Used during training to fine-tune hyperparameters and 

prevent overfitting.
Before categorisation, images were preprocessed to standardise their dimensions 

(resized to 250 × 250 pixels) and normalised to a 0–1 range. Data augmentation techniques, 
including flipping, rotation, and brightness adjustments, were applied to address class 
imbalances and improve the model’s ability to recognise potholes under varying conditions. 
Additionally, duplicate and irrelevant images (e.g., those not containing roads) were 
removed, and any mislabelled data was corrected through manual verification.
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The cleaned and categorised dataset was processed using a sophisticated CNN to 
analyse road surface features and identify potential potholes. YOLO was integrated for 
real-time object detection, leveraging a single CNN architecture that scans entire images in 
one pass. YOLO divides each image into a grid, where each cell predicts bounding boxes 
and class probabilities. Redundant detections are refined using non-maximum suppression, 
retaining only the most confident predictions. This integration of CNN and YOLO ensures 
high precision, rapid processing, and minimising false positives.

The system further enhances detection accuracy, incorporating additional contextual 
information, such as weather conditions and road surface data, allowing for dynamic 
adjustments to detection parameters. Detected potholes are mapped and reported in real-
time, enabling immediate maintenance actions. As presented in Figure 3, this automated, 
AI-driven framework streamlines road monitoring and management, reducing labour 
intensity and improving road safety. By leveraging advanced AI and computer vision 
technologies, the system provides a robust solution for precise, efficient, and timely pothole 
detection and management.

Figure 3. Proposed model framework
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CNN-YOLO Model

The CNN model is coded using Python, utilising the Keras library, and follows a sequential 
architecture, where layers are arranged linearly to progressively extract and refine features 
from input images. The model processes images of 256x256 pixels with three colour 
channels (RGB). It comprises four convolutional layers, each with an increasing number of 
filters (32, 64, 128, and 256) and a 3x3 kernel size. These layers employ the ReLU activation 
function to introduce non-linearity, which is essential for learning complex patterns. Batch 
normalisation layers are included after each convolutional layer to normalise activations, 
thereby speeding up the training process and improving model stability. 

MaxPooling2D layers are used to down-sample the data, reducing the spatial 
dimensions of the feature maps and easing the computational load. Dropout layers are also 
incorporated to randomly set 10% of the input units to zero during training, which helps 
prevent overfitting. After the convolutional layers, a GlobalMaxPooling2D layer converts 
the 2D feature maps into a 1D vector, followed by two dense layers with 256 and 128 
units. These dense layers use ReLU activation and a Dropout layer set at 30% to further 
mitigate overfitting. The model concludes with an output layer featuring a single unit with 
a sigmoid activation function designed for binary classification.

The Python script, which utilises the Ultralytics library, was employed to train and 
evaluate the YOLOv8 model. The script trains the YOLOv8 model on a specified dataset, 
allowing for flexible configuration of parameters such as the number of training epochs, 
image size, and batch size. After training, the model is evaluated to assess its performance 
on the validation dataset, providing key metrics such as accuracy, precision, and recall. 
These metrics offer valuable insights into the model’s effectiveness in real-world object 
detection tasks.

Model Performance Evaluation

Performance evaluation is critical to assessing the effectiveness and efficiency of a system 
or model in a study and plays a significant role in determining the accuracy of the results. 
Various evaluation metrics can be employed depending on the study’s objectives.

Confusion Matrix

The confusion matrix is a table summarising a classification algorithm’s performance on 
a given dataset. It provides insight into the model’s ability to make correct and incorrect 
predictions, making it particularly useful for binary classification problems. In a binary 
classification problem, the confusion matrix contains four key entries, as illustrated in 
Figure 4.

Four main evaluation metrics based on accuracy, precision, recall, and F1 score can 
be derived from these four entries in the confusion matrix. These metrics comprehensively 
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evaluate a model’s performance, allowing 
researchers to gauge its accuracy, precision, 
recall ,  and overall  effectiveness in 
classification tasks.

System User Interface Design

A web-based system has been designed 
and developed for end-users to report road 
potholes efficiently. This platform enhances 
user accessibility, enabling them to utilise 
the system anytime and anywhere with an 

Figure 4. The confusion matrix

internet connection. A key feature of the system is the file upload function, which allows 
users to submit images or videos of potholes for analysis. The system supports only PNG 
image files and MP4 video formats, with a maximum file size of 300MB and a video length 
limit of 3 minutes. Once the file is uploaded, users must click the “Generate Information” 
button to initiate the analysis process. The system then generates a comprehensive report 
containing critical information, divided into general information, the calculation estimation 
module, and the performance score, as detailed in Figure 5. After the analysis is complete, 
users are provided with three options: “New Detection,” “Save This Result,” and “Home 
Page,” each serving a specific function. For instance, selecting “New Detection” returns 
the system to the initial page, where users can upload a new file for further analysis. The 
system’s design was created using Figma software, focusing on ensuring user-friendliness 
and effective information delivery. 

RESULTS AND DISCUSSION

Performance Evaluation

The evaluation process systematically assessed the model’s performance and robustness, 
focusing on key metrics such as accuracy, precision, recall, and F1 scores. Evaluating 
different data-splitting strategies for the pothole detection model revealed that the 70/20 
split provided the highest testing accuracy at 92.85%, as shown in Table 3. This split ensures 
a balanced approach, allowing the model to train effectively while retaining a substantial 
portion of data for testing. The comparative results, where a 70/30 split yielded a testing 
accuracy of 91.01% and a 90/10 split achieved 92.11%, highlight that while more training 
data can enhance model learning, it may slightly diminish the generalisation capacity 
when too little data is reserved for testing. The 70/20 ratio emerged as the optimal balance, 
maximising the training efficiency and the model’s ability to generalise well to unseen data.

Adopting the 70/20 data-splitting strategy in this project underscores its effectiveness 
in optimising the model’s performance. By providing sufficient training data, the model 
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Figure 5. User interface design

Table 3
2-fold cross-validation results

LABEL MEASURE

BASED ON OUR CODING BASED ON REFERENCE ARTICLE
Epochs 100

Batch size 32
F1 F2 F1 F2

NORMAL PRECISION 97.28% 97.49% 86.00% 89.00%
RECALL 98.50% 97.00% 99.00% 93.00%
F1 SCORE 97.89% 97.24% 97.00% 91.00%

POTHOLE PRICISION 98.48% 97.02% 97.00% 89.00%
RECALL 97.25% 97.50% 86.00% 95.00%
F1 SCORE 97.86% 97.26% 91.00% 92.00%

TESTING ACCURACY 97.88% 97.25% 90.00% 91.00%
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could learn intricate patterns in road images, such as detecting and categorising potholes 
accurately. Simultaneously, the ample test data allowed for a robust evaluation of the 
model’s performance across various scenarios, ensuring that the results were not skewed 
or overfitted. This strategic choice is critical in AI-driven applications, where the balance 
between training and testing data can significantly impact the model’s reliability and 
effectiveness in real-world deployments. Ultimately, the findings demonstrate that the 70/20 
split enhances data utilisation efficiency and ensures a comprehensive assessment of the 
model’s generalisation capabilities, laying a strong foundation for future improvements 
and applications in road safety monitoring.

During the evaluation, several images were identified where the model failed to detect 
the target objects. These failures predominantly occurred in scenarios with poor lighting 
conditions, heavy occlusions, or low contrast between the objects and the background. 
Additionally, small object sizes or distorted perspectives posed significant challenges for 
the model, as these characteristics reduced the clarity of defining features that the algorithm 
relies on for recognition. These observations highlight the importance of environmental 
factors and dataset diversity in ensuring robust model performance.

Furthermore, distinguishing features of the misclassified or undetected images included 
irregular shapes, water retention, and visual noise, which introduced ambiguity in feature 
extraction. For example, in some cases, objects with textures or patterns similar to the 
background were incorrectly classified or entirely ignored. This indicates that the feature 
maps generated by the model struggled to differentiate these objects due to insufficient 
contrast in feature saliency. Addressing these issues may require incorporating data 
augmentation techniques, improving dataset quality, and fine-tuning the model to enhance 
its sensitivity to complex scenarios. Such improvements are essential for optimising the 
CNN-YOLOv8 model’s accuracy in real-world applications. Figure 6 present the confusion 
matrix for 2-fold cross-validation results.

Figure 6. Confusion matrix for 2-fold cross-validation results
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Verification of Performance Metrics 

A thorough analysis was conducted using confusion matrices derived from 2-fold cross-
validation to ensure the accuracy and reliability of the classification model’s performance 
metrics. This analysis aims to validate the precision, recall, F1-score, and accuracy values, 
performed using manual calculations based on the confusion matrices. The confusion matrices 
for each fold provide detailed insights into the true positives, false positives, true negatives, 
and false negatives for both “Pothole” and “Normal” classes. By meticulously calculating and 
comparing these performance metrics, the integrity of the reported results is confirmed, and 
any potential discrepancies are identified. This validation process is crucial for establishing 
confidence in the model’s ability to accurately classify road conditions and highlight areas 
for potential improvement. Table 4 presents the confusion matrix for pothole detection for 
Fold 1, and Table 5 presents the confusion matrix for normal in Fold 1 Predicted: Pothole.

The formula for Precision, Recall and F1-Score for potholes:

Precision = 855 / (855 + 35) = 0.9607 = 96.07%

Recall = 855 / (855 + 67) = 0.9273 = 92.73%

F1-Score = 2(0.9607 * 0.9273) / (0.9607 + 0.9273) = 0.9437 = 94.37%

The formula for Precision, Recall and F1-Score for normal: 

Precision = 847 / (847 + 67) = 0.9267 = 92.67% 

Recall = 847 / (847 + 35) = 0.9603 = 96.03% 

F1-Score = 2(0.9267 * 0.9603) / (0.9267 + 0.9603) = 0.9432 = 94.32% 

Testing Accuracy:

Accuracy = (855 + 847) / (855 + 67 + 35 + 847) = 0.9435 = 94.35%

Table 6 presents the confusion matrix for pothole detection for Fold 2, and Table 5 
presents the confusion matrix for normal in Fold 2 Predicted: Pothole.

The formula for Precision, Recall and F1-Score for potholes:

Precision = 812 / (812 + 86) = 0.9042 = 90.42%

Recall = 812 / (812 + 70) = 0.9206 = 92.06%

F1-Score = 2(0.9042 * 0.9206) / (0.9042 + 0.9206) = 0.9123 = 91.23%

Table 7 presents the confusion matrix for normal for Fold 1 predicted pothole.
The formula for Precision, Recall and F1-Score for normal:

Precision = 836 / (836 + 70) = 0.9227 = 92.27%

Recall = 836 / (836 + 86) = 0.9067 = 90.67%

F1-Score = 2(0.9227 * 0.9067) / (0.9227 + 0.9067) = 0.9146 = 91.46%
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Table 4 
Table of confusion matrix for pothole in Fold 1 
Predicted: Pothole

Predicted: 
Pothole

Predicted: 
Normal

Actual: Pothole 855 (TP) 67 (FN)
Actual: Normal 35 (FP) 847 (TN)

Table 5 
Table of confusion matrix for normal in Fold 1 
Predicted: Pothole

Predicted: 
Pothole

Predicted: 
Normal 

Actual: Pothole 855 (TN) 67 (FP)
Actual: Normal 35 (FN) 847 (TP)

Table 6 
Table of confusion matrix for pothole in Fold 2 
Predicted: Pothole

Predicted: 
Pothole

Predicted: 
Normal 

Actual: Pothole 812 (TP) 70 (FN)
Actual: Normal 86 (FP) 836 (TN)

Table 7 
Table of confusion matrix for normal in Fold 1 
Predicted: Pothole

Predicted: 
Pothole

Predicted: 
Normal 

Actual: Pothole 812 (TN) 70 (FP)
Actual: Normal 86 (FN) 836 (TP)

Testing Accuracy: 

Accuracy = (812+ 836) / (812+ 70 + 86 + 836) = 0.9135 = 91.35% 

Table 8 depicts the Average Metrics Across Folds. The calculation of the pothole area 
is based on the image’s pixel dimensions. The width and height of the detected pothole are 
measured in pixels, and the area is computed as the product of these two dimensions. This 
approach provides a precise estimation of the pothole size, which is critical for assessing the 
severity of road damage. By including this detailed information, users are better informed 
about the condition of the road and the specific characteristics of each detected pothole. 
This added layer of analysis ensures that the model classifies road conditions accurately and 
provides valuable insights into the extent of the damage, contributing to more effective road 
maintenance and repair strategies.

Table 8
Average metrics across folds

Average Metrics Across Folds
Pothole Normal

Precision 93.25% 92.47%
Recall 92.40% 93.35%
F1-Score 92.80% 92.89%
Overall Testing Accuracy 92.85% Figure 7. Wireframe image of pothole area calculation

Figure 7 shows a detected pothole’s 
pixel dimensions (width and height). The 
area is calculated by multiplying the width 
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and height. For example, a pothole with a width of 50 pixels and a height of 40 pixels 
results in an area of 2000 pixels².

Figure 8 depicts the actual scenario as captured and uploaded by the user. The system 
successfully identifies and highlights the potholes within the image. The program provides 
specific details for each detected pothole, including the width, height, and area in pixels. 
Additionally, the detection results offer a comprehensive analysis, including the number 
of potholes detected, their dimensions, and an overall road condition assessment. This 
information is crucial for assessing the severity of the road damage and planning necessary 
maintenance actions.

Figure 8. Detection results for uploaded road image showing pothole area

Web-based System

The web-based system, “Sistem Pintar Pengesanan Jalan Raya (AI),” or “AI Road Safety 
with Vision-Based Pothole Detection,” is a pioneering technological solution designed 
to enhance road infrastructure maintenance through the application of AI. The system’s 
architecture and interface are meticulously crafted to ensure robust functionality, ease of 
use, and the effective integration of AI for automated road defect detection.

A key feature of this system is its user interface, which is available in Malay. This 
linguistic choice is essential to making the system more accessible and user-friendly for its 
primary users in Malaysia, including local authorities and road maintenance crews. Utilising 
the Malay language reduces the learning curve. It minimises potential misunderstandings, 
facilitating quicker adoption and more effective training.

The system allows users to upload images or videos or even capture real-time footage 
using a connected camera to detect road defects like potholes. The AI-driven models, 
particularly CNN and YOLO, then analyse the media files to identify and label any 



1555Pertanika J. Sci. & Technol. 33 (3): 1535 - 1562 (2025)

Vision-based Pothole Detection for Improved Road Safety

detected potholes. Detailed information such as road status, the number of potholes, their 
dimensions, and risk assessments are provided to the user, enabling precise and efficient 
maintenance planning.

The system enhances operational efficiency by incorporating Malay and leveraging 
advanced AI technology. It aligns with local needs and cultural contexts, making it a 
valuable tool for maintaining Malaysia’s road infrastructure.

System Interface and Architecture

The system has a user-centric interface that ensures easy navigation while maintaining 
robust technical capabilities. Upon accessing the system, users are greeted with an 
introductory page as the entry point into the system’s functionalities. This page includes 
essential elements such as the project title, a login portal for secure access, and a list of 
contributors involved in the system’s development. Login functionality is critical for 
managing user sessions and ensuring that data interactions are safe and user-specific, as 
illustrated in Figure 9.

Figure 9. System introductory page

Core Functionalities and AI Integration

The system’s main interface is divided into two primary sections, each tailored to support 
the system’s core functionalities: title, media upload/camera activation, and results analysis.

Media Upload and Camera Activation is a system that accommodates a range of 
input methods, allowing users to upload pre-recorded media files or capture live footage 
directly through a connected camera. The media upload functionality supports image files 
in PNG, JPG, and JPEG formats, as well as MP4 video files, with a strict size limit of 
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10MB per file to optimise processing speed and accuracy. The camera activation feature 
enables real-time analysis, a critical function for on-the-spot assessments and immediate 
response scenarios. The system’s flexibility in accepting various media formats and real-
time data input underscores its versatility and applicability in diverse operational contexts, 
as shown in Figure 9. Figure 10 illustrates a sample of an image uploaded by a user. Figure 
11 presents user-uploaded pothole images in the system.

The AI models perform detailed analyses and output their findings. Upon processing 
the uploaded media or live camera feed, the system employs the CNN and YOLO models 
to detect road defects. If potholes are identified, the system provides a detailed analysis, 
including the exact location, dimensions, and the calculated area of each detected pothole. 
This information is presented with high precision, supported by metrics such as the certainty 
score, which quantifies the confidence of the model’s predictions. The comprehensive 
nature of the provided data enables maintenance teams to prioritise repairs based on the 
severity and extent of road damage, optimising resource allocation and enhancing road 
safety. Figures 12 and 13 present the model detection results when the user uploads a 
video file and opens the camera. In general, the results displayed are the same for both 

Figure 10. Module for a user to upload a pothole image
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methods, where the user will be shown a pothole warning message, the status of the road 
condition, and the pothole detected is marked and labelled. A green line is in the middle 
of the video or camera frame. Furthermore, users can also see the certainty score, width, 
height, and area of each pothole that the model successfully detects. Figures 12 and 13 
present the illustrations. 

CONCLUSION

This study is a preliminary investigation to demonstrate the feasibility of utilising CNNs 
and the YOLO algorithm for vision-based pothole detection in road safety applications. 

Figure 11. User-uploaded pothole images
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Figure 13. Model detection results when the user opens the camera

Figure 12. Model detection results on video files uploaded by users

Using Kaggle data in this initial stage allows for rapid prototyping and initial model 
development, providing valuable insights into the potential and challenges of applying 
these techniques to real-world road surface analysis. While the sources determine the image 
quality of Kaggle data and may vary, it was deemed sufficient for the objectives of this study. 
Nevertheless, we acknowledge that image quality from front-facing cameras in real-world 
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scenarios may introduce additional challenges, such as variations in lighting, resolution, 
and weather conditions. Future research will address these limitations by collecting and 
analysing high-quality, real-world road surface images. This will help further refine and 
validate the proposed methodologies, ensuring the system’s robustness and reliability in 
practical applications.

The “AI Road Safety with Vision-Based Pothole Detection” system addresses a critical 
issue in road infrastructure maintenance by offering a timely and accurate solution for 
detecting road defects, particularly potholes. Traditional road inspection methods are often 
slow, labour-intensive, and prone to human error, leading to delays in maintenance and 
increased risks for road users. The project proposed an innovative methodology utilising 
AI, specifically CNN, the YOLO algorithm, to create an automated, real-time system for 
detecting and analysing potholes. While YOLOv8 is not novel, this study contributes to 
the field by exploring its integration into vision-based road safety systems, specifically 
targeting the Malaysian context. The novelty lies in applying and customising YOLOv8 
within a framework that includes preprocessing tailored to road surface analysis and data 
augmentation to handle class imbalances to improve detection accuracy. Furthermore, 
this research bridges a critical gap by applying and validating YOLOv8 for Malaysia road 
infrastructure monitoring, a domain where such AI-driven systems remain underexplored.

The system was developed with a strong alignment with Malaysia’s Sustainable 
Development Goals (SDGs), particularly SDG 3 (Good Health and Well-being), 
SDG 9 (Industry, Innovation, and Infrastructure), and SDG 11 (Sustainable Cities and 
Communities). With a high testing accuracy of 92.85%, achieved through an optimal 
70/20 data-splitting strategy, the system effectively enhances road safety and maintenance 
practices. By ensuring that road defects are detected and addressed promptly, the system 
plays a vital role in reducing road accidents and vehicle damage, directly contributing to 
SDG 3 by promoting safer roads, which is crucial for public health and well-being.

The benefits of this AI-driven solution extend across multiple sectors. The system 
enhances safety for drivers by minimising the risks associated with poor road conditions, 
thus contributing to a safer transportation environment. The transportation sector benefits 
from reduced vehicle damage and maintenance costs, while governments can optimise 
resource allocation, improving the efficiency of road repair budgets and overall infrastructure 
quality. Including the Malay language in the system’s interface ensures accessibility to a 
wide range of users in Malaysia, facilitating broader adoption and maximising its impact.

Aligned with Malaysia’s SDG 9, which emphasises building resilient infrastructure, 
promoting inclusive and sustainable industrialisation, and fostering innovation, this project 
exemplifies the transformative potential of AI in infrastructure management. It improves 
current road maintenance practices through accurate and efficient detection of road defects. 
It sets a foundation for further innovation in AI-driven infrastructure management. Future 
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enhancements could include predictive analytics to anticipate road deterioration, expanding 
the system’s applications to monitor other types of infrastructure, and refining AI models 
based on real-world deployment data.

In summary, the successful implementation of this system advances road maintenance 
technology, contributing to safer, more efficient, and sustainable urban development. By 
aligning with Malaysia’s SDGs, particularly SDGs 3, 9, and 11, the project benefits drivers, 
the transportation sector, governments, and the public by promoting safety, efficiency, and 
sustainability in infrastructure management, ultimately contributing to society’s overall 
well-being.
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ABSTRACT

Marphysa moribidii (marine polychaetes) exhibits distinct age-related characteristics based on 
body width in the initial seven chaetigers, excluding parapodia or bristles that are classified into 
three age classes: Class Ι (body width ranging from 3–5 mm), Class ΙΙ (6–8 mm), and Class ΙΙΙ 
(9–11 mm). Despite its potential, the exploration of metabolites in marine worms, particularly 
through metabolomics, remains limited. The aim of this study is to identify the metabolite profile 
and depict the metabolic pathways of different age classes of M. moribidii utilising proton nuclear 

magnetic resonance spectroscopy (1H NMR) 
metabolomics and liquid chromatography 
with tandem mass spectrometry (LC-MS/
MS) analysis. A total of 35 metabolites were 
identified using 1H NMR metabolomics, 
including amino acids, carbohydrates, fatty 
acids, glycerol, nitrogenous compounds, organic 
compounds, and vitamins. LC-MS/MS analysis 
also discovered 36 metabolites that can be 
categorised into organic acids, carbohydrates, 
phenolic compounds, fatty acids, and amino 
acids. Class II M. moribidii emerged to have 
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the highest concentration of chemicals originating from amino and fatty acids, making it the ideal 
age for harvesting. Comparing the metabolite profiles across different age groups of M. moribidii 
could provide valuable insights into its physiological processes, metabolic dynamics, and potential 
bioactive compounds present at various developmental stages. 

Keywords: 1H NMR metabolomics, LC-MS/MS analysis, Marphysa moribidii, metabolite profiles, polychaete 

INTRODUCTION

Polychaetes are a class of marine worms belonging to the phylum Annelida, which includes 
over  12,000 known species, such as bloodworms, ragworms, and sea mice (Capa & 
Hutchings, 2021). Polychaetes are segmented worms characterised by the presence of 
parapodia, which are paired fleshy protrusions covered in numerous bristles known as 
chaetae. These leg-like parapodia, adorned with an array of bristles, serve as polychaetes’ 
most prominent and distinguishing features (Glasby & Timm, 2008; Verdonschot, 2015). 
Marphysa is one of the nine genera in the family Eunicidae. It comprises around 60 
species, which are variously classified based on several characteristics such as the type of 
subacicular chaetae, shape of the prostomium, location of branchiae initiation, or shape 
of the pectinate chaetae (Zanol et al., 2016).

Marphysa moribidii is the marine baitworm of the genus Marphysa in the family 
Eunicidae that can be found in the mangrove forest on the west coast of Peninsular 
Malaysia. It is a main baitworm species collected by bait diggers and mostly found in 
large numbers around the stilt roots of Rhizophora apiculata (Idris & Arshad, 2013; Idris 
& Hutchings, 2014). M. moribidii is classified into three age classes depending on their 
body width. Through this evaluation, the polychaetes can be divided into three different 
classes: Class Ι (body width ranging from 3–5 mm), Class ΙΙ (body width ranging from 
6 – 8 mm), and Class ΙΙΙ (body width ranging from 9–11 mm) (Rosman et al., 2021).

Research on M. moribidii has been performed, and this species has not been utilised 
as a baitworm. Recent studies have explored the potential of M. moribidii in acute wound 
healing, demonstrating its unique ability to regenerate damaged posterior segments (Rapi 
et al., 2020). Furthermore, chemical compounds such as alkaloids, phenolics, amino acids, 
and organic acids have been identified in M. moribidii extracts, suggesting their potential 
contribution to the wound-healing process (Rapi et al., 2020). Additionally, the utilisation 
of crude extract of M. moribidii as a biogenic reducing agent has resulted in significant 
advancements in the eco-friendly production of silver nanoparticles (Rosman et al., 2020) 
and gold nanoparticles (Pei et al., 2020; Hassan et al., 2023).

Metabolomic is a broad approach that facilitates identifying and quantifying both 
endogenous and exogenous metabolites in biological organisms influenced by genetic and 
environmental factors (Patel et al., 2021). Nevertheless, metabolomics is still not widely 
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applied in the research of marine worm metabolites despite its enormous potential. To the 
best of our knowledge, M. moribidii’s metabolomic pathways have not yet been reported. 
The analytical methods that can be utilised to ascertain the structures of a wide variety of 
metabolite classes are 1H NMR and LC-MS/MS techniques. Both analytical tools have been 
extensively used in metabolomics research (Marion, 2013; Emwas et al., 2019; Gathungu 
et al., 2020; Moco, 2022).

During the wet season, low salinity affects the allelochemicals of M. moribidii, 
influencing its metabolites, including amino acids, organic acids, fatty acids, sterols, and 
aromatic compounds. M. moribidii exhibits stress responses and higher mortality under 
low salinity. Seasonal variations significantly impact its metabolite profile, as indicated 
by different FTIR profiles (Wijaya et al., 2024).

Marine polychaetes have shown potential in medical applications, such as antioxidant 
and wound-healing properties. A positive correlation exists between DPPH activity and 
total phenolic content (TPC), suggesting that TPC contributes to antioxidant activity. FTIR 
spectra revealed characteristic signals of polysaccharides, lipids, and carbohydrates. The 
ATR-FTIR metabolomics approach effectively analysed the chemical profile of polychaete, 
revealing limited antioxidant activity (Zamzam et al., 2021).

This study extensively explored the metabolite profiles of marine invertebrates M. 
moribidii using the 1H NMR metabolomics approach and LC-MS/MS analysis. This 
study aims to identify the metabolite profile and depict the metabolic pathways of M. 
moribidii development at various age classes. Given the success of M. moribidii in 
various applications, including the production of noble metallic nanoparticles and wound 
treatment, it becomes crucial to investigate the chemical compositions of this marine worm 
to gain a deeper understanding of its biochemical pathways. The chemical constituents of 
M. moribidii can be explored to identify substances that may have potential applications 
in agriculture, materials science, food, and other areas. A knowledge of these molecular 
constituents will yield discernment about the worm’s physiology, ecological role, and 
behaviour, in addition to its metabolic processes and the mechanism that supports its 
growth, maturation, and ageing. 

MATERIALS AND METHODS 

Chemicals

LC-MS/MS grade methanol, acetonitrile, formic acid (Merck, Darmstadt, Germany), and 
de-ionised water were used as the mobile phase in LC-MS/MS analysis. For 1H NMR 
analysis, deuterium oxide (D2O) containing 0.1% 3-(trimethylsilyl) propionic-2,2,3,3-d4 
acid sodium salt (TSP) was employed to selectively obtain signals from the hydrogen 
atoms in the sample. 
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M. moribidii Sampling

Individuals of M. moribidii were collected from a mangrove strip in Morib, Selangor, 
within the Rhizophora apiculata zonation (2.75827ºN 101.4379ºE) with the sampling 
surveys took place in April 2021 when low tide occurred. After gently removing the 
polychaetes from the mangrove roots, they were transferred into a container containing 
natural sediment before transportation to the laboratory. To ensure acclimatisation, 
M. moribidii was then placed in an artificial aquarium that mimicked their natural 
habitat (salinity 30) before proceeding with the experiment. 

Identification of M. moribidii and Size (Body Width) Classification

Marphysa moribidii classes were assessed and classified according to their body width 
as recommended by (Occhioni et al., 2009), where it can be divided into three categories: 
Class I (3–5 mm), Class II (6–8 mm), and Class III (9–11 mm), with measurements 
taken from the first seven chaetigers of each polychaete (Górska et al., 2019). Notably, 
these measurements excluded parapodia or bristles. 

Preparation of M. moribidii Extract

Fresh specimens of M. moribidii weighing 15 g from different age classes, namely Class 
Ι (body width: 3–5 mm), Class ΙΙ (body width: 6–8 mm) and Class ΙΙΙ (body width: 9–11 
mm) were cleaned using artificial seawater and ddH20 to remove any sediments and dried 
using tissue paper. The polychaete was dissected and pulverised using a mortar and pestle. 
The resulting crude extract was mixed with 100 mL of ddH2O and allowed to incubate at 
room temperature for 1 hour to facilitate the extraction of bioactive compounds. It was then 
filtered using the Whatman No.1 filter paper (Rosman et al., 2021). The resulting filtrates 
were stored at -80°C before undergoing freeze-drying to remove excess water from the 
polychaete bodies. The dried crude extract obtained from M. moribidii was subsequently 
used for further analysis. 

Identification of M. moribidii and Size (Body Width) Classification Using Stereo 
Zoom Microscope

Polychaetes of different age classes were preserved in 70% ethanol for morphological 
examinations. The specimens were positioned on the stage plate directly beneath the 
objective lens for viewing. A stereo microscope (Olympus SZ) was utilised, employing 
natural light that reflected from the specimen for observation.

Sample Preparation for 1H NMR

About 100 mg of the freeze-dried crude extract from the polychaete samples was placed 
in a microcentrifuge tube. The sample was then resuspended in 700 μL of 99.9% D2O 
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containing 0.1% TSP and sonicated for 30 minutes at room temperature. All samples were 
vortexed for 10 min at 1300 rpm to ensure a homogeneous mixture. Subsequently, 600 μL 
of the supernatant solution was transferred to an NMR tube for 1H NMR analysis. 

1H NMR Spectroscopy Analysis

The 1H NMR measurements were performed using a Varian INOVA NMR spectrometer 
(Varian Inc., CA, USA) operating at a frequency of 499.89 MHz and maintained at 25°C. 
The NMR analysis was conducted for each of the three different age classes with four 
replicates per class. Each sample was acquired with 64 scans, an acquisition time of 220 s, 
a pulse width of 3.75 ms, and a relaxation delay of 2.0 s. The spectral width was adjusted 
to cover the 1.00 and 20.00 ppm range. All spectra were manually phased and baseline 
corrected.

Data Processing and Multivariate Data Analysis

The Chenomx Processor software (Version 5.1, Alberta, Canada) was utilised to 
preprocess 1H NMR spectra, ensuring a consistent configuration across all sample spectra. 
Each spectrum was manually processed with phasing and baseline corrections, and TSP 
was selected as the reference peak at δ 0.00. Water-containing regions between δH 4.57 
and 4.95 were excluded from all spectra. All ¹H NMR spectra were binned (bin size of 
0.04) using Chenomx Profiler software (Version 5.1, Alberta, Canada) to obtain 243 data 
points, which will be subjected to multivariate data analysis (MVDA) as the x-variables 
input data. MVDA models such as principal component analysis (PCA) and orthogonal 
partial least square discriminant analysis (OPLS-DA) were conducted using SIMCA-P 
14.1 (Umetrics AB, Umeå, Sweden). Prior to analysis, the data were Pareto scaled to 
minimise variance distortion. The dataset was initially subjected to PCA to visualise 
and differentiate groups based on their metabolites, providing an overall overview of the 
dataset. The NMR spectral data were subjected to OPLS-DA models to further distinguish 
between classes. The OPLS-DA model was applied to discriminate between two groups 
(classes) of the polychaetes of different ages. Probable metabolites contributing to the 
different age classes were identified based on the loading column plot. The OPLS-DA 
model was validated using CV-ANOVA, with a p-value < 0.05 indicating the model’s 
statistical significance. The supervised model was also validated using permutation tests, 
with 20 permutations carried out in this study.

Identification of Metabolites Based on 1H NMR Analysis

The diversity of metabolites associated with these different ages of M. moribidii was 
identified by comparing their chemical shifts in 1H NMR spectra with the chemical shifts 
of standard compounds available in the Human Metabolome Database Data Bank (HMDB) 
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(http://www.hmdb.ca/metabolites) and literature. The identification of metabolites was 
performed using Chenomx Profiler software (Version 5.1, Alberta, Canada). The metabolic 
pathways were determined using MetaboAnalyst software (http://www.metaboanalyst.ca/). 
MetaboAnalyst is a web-based platform offering a suite of metabolomics data analysis 
tools, including pathway analysis, PCA and OPLS-DA. It provides a user-friendly interface 
and integrates various statistical and bioinformatics methods for data preprocessing, 
normalisation, and visualisation. 

LC-MS/MS Data Analysis and Metabolite Identification

The LC-MS/MS analysis was carried out on a Vion IMS LC-QTOF-MS (Waters, USA). 
The liquid chromatography was separated using an ACQUITY UPLC BEH C18 column 
(2.1 X 50 mm, 1.7 µm) with a gradient solvent system of 0.1% formic acid in water and 
0.1% formic acid in acetonitrile. The injection volume was 10 µL, and the flow rate was 
maintained at 0.4 mL/min for 35 min. The mass spectra were acquired in ESI negative 
ion mode with the parameters: Capillary voltage 2.50 kV, source temperature 120°C, 
desolvation temperature 550°C, desolvation gas 800 L/h, and cone gas 50 L/h. The acquired 
spectra were analysed using the in-house software UNIFI (Version 1.8; Waters Corporation). 
Metabolite identification was conducted by comparing the retention time and MS/MS 
data of the sample with the reference compound available in the library. Additionally, 
the identification of metabolites was verified by comparing them with the literature and 
consulting available online databases (http://www. metabolomicsworkbench.org).

Statistical Analysis

Relative quantification of identified metabolites was performed using the signals of 
metabolites of interest obtained from the binning dataset. Statistical analysis, including 
One-way ANOVA and Tukey’s honest significant difference (Tukey-HSD) multiple-
comparison, was conducted using MetaboAnalyst software (http://www.metaboanalyst.
ca/). The p-values of <0.05 were considered statistically significant. Supplementary Table 
1 in APPENDIX shows the One-way ANOVA and Tukey-HSD Pairwise Test results of the 
identified metabolites in M1, M2, and M3, along with boxplots comparing the different 
classes of polychaete samples.

RESULTS AND DISCUSSION

Identification of M. moribidii and Size (Body Width) Classification

Body width is commonly used as a standard method to determine the age class of 
polychaetes, as recommended by Occhioni et al. (2009). The findings indicate that body 
size variations among populations are stronger than shape. The identification of M. 
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moribidii samples in this study did not involve molecular techniques but relied on 
morphological comparisons. The detailed morphological features likely focused on 
external and internal anatomical characteristics, which serve as distinguishing traits 
among species within the genus Marphysa identified by Idris and Hutchings (2014). 
M. moribidii is classified into three age groups based on body width: young (M1) 
with a body width of 3–5 mm, adult (M2) with 6–8 mm, and old (M3) with 9–11 mm. 
This classification allows for studying how the metabolite profiles of M. moribidii evolve 
with age, aiding in the identification of metabolic variations. These metabolic changes may 
reflect physiological, biochemical, or ecological adaptations, providing insights into how 

Figure 1. M. moribidii images under stereo zoom microscope of (A) Class Ι (3–5 mm), (B) Class ΙΙ (6–8mm), 
and (C) Class ΙΙΙ (9–11mm) (Olympus SZ); Scale bar: 100 µm

Table 1 
Different age classes of M. moribidii based on their 
body width (mm)

Class Sample Notation Width (mm)
I M1 3 – 5
II M2 6 – 8
III M3 9 – 11
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the species interacts with its environment 
(Glasby et al., 2021). The images of M. 
moribidii representing different age classes 
based on their body width are presented in 
Figure 1. To facilitate clarity throughout 
the discussion, the notations M1, M2 and 
M3 have been assigned to represent each 
respective class of M. moribidii (Table 1). 

Metabolite Variations of Different Ages of M. moribidii Determined by 1H NMR 
Metabolomics

Chemical constituents presented in the polychaete extract were identified using 1H NMR 
analysis, a robust technique for compound identification in complex mixtures. The 1H 
NMR spectra of the M. moribidii extract (Supplementary Figure 1) revealed the presence 
of various compounds (35 metabolites), including amino acids, organic compounds, 
nitrogenous compounds, vitamins, carbohydrates, and fatty acids (Table 2). Based on the 
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1H NMR signals, the amino acids of phenylalanine, betaine, isoleucine, leucine, glycine, 
alanine, glutamic acid, methionine, L-aspartic acid, beta-alanine, valine and taurine were 
discovered. Phenylalanine was identified based on the signals observed at δH 7.41 (m), 
7.36 (m), and 7.31 (m). Tentatively, singlets at δH 3.89 and 3.25 were assigned as betaine, 
and δH 3.55 was assigned to glycine. The characteristic signals for taurine were observed 
at δH 3.42 (t) and 3.25 (t). Meanwhile, multiple signals for methionine were also identified 
at δH 3.85 (m), 2.63 (m), 2.19 (m) and a singlet at δH 2.13. 

The 1H NMR spectra exhibited singlets signals for organic compounds at δH 3.65, 2.22, 
2.27, 1.91, 3.12, 2.39 and 8.45, corresponding to glycerol, acetone, acetoacetic acid, acetate, 
malonic acid, succinic acid and formic acid, respectively. Some nitrogenous compounds 
identified were creatinine, observed at δH 4.05 (s) and 3.04 (s), and creatine at δH 3.92(s) 
and 3.03(s) along with trimethylamine at δH 2.88 (s). Furthermore, the 1H NMR spectra 
revealed characteristic signals of fatty acids, including peaks at δH 5.34 (t), 1.22 (m), and 
0.89 (t). Various signals corresponding to carbohydrates, such as sucrose and glucose, were 
also observed. Two metabolites from the vitamin group were also presented, exhibiting 
signals at δH 9.11(s), 8.82(m), 8.83(m), 8.07(m), 4.43(s) for trigonelline, and a singlet at 
δH 4.06, 3.51, and 3.19 for choline.

The experiments involved three distinct age classes of M. moribidii, which were 
subjected to 1H NMR metabolomics to evaluate their metabolite variations. MVDA via PCA 
model was employed to reveal underlying patterns within the data in a two-dimensional 
representation (Figure 2A). The PCA model resulted in five principal components, with 
PC1 and PC2, considered the most informative for visualising and interpreting the data. 
The total variation explained by the PC1 and PC2 was 93.6%, which is sufficiently high 
to effectively describe the dataset. The R²X cumulative value of 0.991 and Q² cumulative 
value of 0.961 further confirm that the PCA model is reliable and excellent. By examining 
the PCA loadings plot (Figure 2B), it was possible to identify metabolites associated with 
the observed clustering. These PCA-selected metabolic features were further validated and 
supplemented using OPLS-DA modelling. This binary classification approach facilitates 
discrimination analysis to extract metabolic markers that differentiate sample groups as 
depicted by the PCA models.

Table 2 
Summary of the 1H NMR metabolites assignment of M. moribidii, which categorises the different groups of 
metabolites and their respective signals

Group Metabolite Chemical shift (ppm)
Amino acid Phenylalanine 7.41 (m), 7.36 (m), 7.31 (m), 4.00 (s, overlap), 3.28 (m, 

overlap), 3.11 (m, overlap)
Betaine 3.89 (s), 3.25 (s)
Isoleucine 1.00 (d), 0.93 (t)
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Group Metabolite Chemical shift (ppm)
Leucine 0.95 (t), 0.94 (t)
Glycine 3.55 (s)
Alanine 1.47 (d)
Glutamic acid 3.75 (s), 2.36 (m), 2.33 (m), 2.12 (m), 2.04 (m)
Methionine 3.85 (m), 2.63 (m), 2.19 (m), 2.13 (s), 2.11 (m)
L-Aspartic acid 2.80 (m), 2.67 (m)
β-Alanine 3.17 (m), 2.54 (t)
Valine 1.03 (d), 0.98 (d)
Taurine 3.42 (t), 3.25 (t, overlap)

Organic 
compound

Acetone 2.22 (s)
Acetoacetic acid 2.27 (s)
Acetamide 7.54 (s), 6.78 (s), 1.99 (s)
Sn-Glycero-3-
phosphocholine (GPC)

4.31 (s), 3.94 (m, overlap), 3.91 (m, overlap), 3.87 (m, 
overlap), 3.67 (m), 3.22 (s)

Glycerol 3.78 (s), 3.65 (m), 3.55 (m)
Short-chain keto acids 
(SCKA)

1.60–1.80 (m), 1.35–1.45 (m), 0.80–0.90 (t)

Acetate 1.91(s)
Lactic acid 4.11 (m), 1.34 (d)
Malonic acid 3.12 (s)
Succinic acid 2.39 (s)
2-Oxoglutaric acid 3.00 (t), 2.43 (t)
Formic acid 8.45 (s)
Inosinic acid (IMP) 8.56 (s), 8.22 (s, overlap), 6.13 (d, overlap), 4.50 (m, 

overlap), 4.36 (m, overlap), 4.03 (m, overlap), 4.00 (m, 
overlap)

Inosine 8.33 (s), 8.22 (s), 6.08 (m), 4.77 (s), 4.43 (s), 4.27 (s), 3.91 
(m, overlap), 3.83 (m, overlap)

4-Hydroxyphenylacetic 
acid (4-HPA)

7.15 (m), 6.85 (m), 3.42 (s)

Nitrogenous 
compound

Creatinine
Creatine

4.05 (s), 3.04 (s)
3.92 (s), 3.03 (s)

Trimethylamine (TMA) 2.88 (s)
Carbohydrate Sucrose 5.40 (d), 4.21 (d), 4.04 (t), 3.88 (overlap), 3.82 (m), 3.80 

(m),3.76 (m), 3.69 (s), 3.55 (overlap), 3.47 (t)
Glucose 5.23 (d), 4.64 (d), 3.89(m), 3.84 (m), 3.76 (m), 3.53 (m), 

3.48 (m), 3.39 (m), 3.23 (t, overlap)
Vitamin Trigonelline 9.11 (s), 8.82 (m), 8.83 (m), 8.07 (m), 4.43 (s)

Choline 4.06 (s), 3.51 (s), 3.19 (s)
Fatty acid 5.34 (t), 1.22 (m), 0.89 (t, overlap)

s = singlet, d = doublet, t = triplet, and m = multiplet

Table 2 (continue) 
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This analysis revealed a distinct cluster formation, effectively separating each class of 
M. moribidii. M1 and M2 were in the same cluster within the right quadrant of the PCA 
scores plot, indicating that they share a similar chemical profile (Figure 2A). As anticipated, 
the separation between these age classes was primarily attributed to variations in amino acid 
content and other metabolites overlapping with the glucose region, such as trigonelline, 
fatty acid, inosinic acid or inosine monophosphate (IMP) and 4-hydroxyphenylacetic acid 
(4-HPA) (Figure 2B). According to the PCA scores plot, M1 and M2 overlapped, suggesting 
similar metabolite features between these two groups. The PCA loadings plot indicated that 
M3 shares the same metabolites as M1, but the metabolites of M3 are presented at lower 
concentrations, as evidenced by the lower intensity of their chemical shifts compared to the 
others. The relative quantification of identified metabolites was performed to determine the 
significant differences between the different classes (Supplementary Table 1). According 
to the results, the concentrations of M1 and M2 metabolites are not significantly different, 
while the metabolites of M3 (mostly at low concentrations) are significantly different 
compared to M1 and M2. In addition, identifying other metabolites in M3 was challenging 
due to suppressing their signals in the NMR spectra by glucose signals and other metabolites 
overlapping with the glucose region. Therefore, comparing the two classes via OPLS-DA 
models was conducted to obtain a clearer metabolite profile of the different classes (M1 
versus M2, M2 versus M3, and M1 versus M3).

The OPLS-DA models were conducted to investigate the significant difference between 
the different age classes of M. moribidii. CV-ANOVA and permutation tests were performed 
to validate the OPLS-DA models (Supplementary Figure 2-4). The model exhibited a 
distinct cluster formation, effectively separating the M1, M2 and M3. Interestingly, a trend 
within each age class of M. moribidii was observed, as depicted in the loading scatter plot 
of M1 and M2 (Figure 3A), where no significant cluster was observed in the 2D scores plot. 
This suggests that there is no significant difference between M1 and M2. When comparing 
three groups, the data becomes more complex, and the relationships between groups are 

 

 

A.                                                                       B. 

 
 

(A) (B)

Figure 2. (A) Principal component analysis (PCA) scores plot and (B) loadings plot of 1H NMR spectral data 
obtained from M1 (blue), M2 (red), and M3 (green)
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harder to interpret, especially if the models struggle to differentiate the classes due to similar 
metabolites in M1 and M2. Additionally, the p-value (< 0.05) based on the CV-ANOVA 
test further supports the finding that there is no significant difference between these two 
classes, as shown in Supplementary Figure 2. Jackknife error used in the OPLS-DA model 
refers to the estimation of model stability and generalizability by systematically leaving 
out one data point at a time during the analysis. In the context of an OPLS-DA scores plot, 
jackknife error helps assess the robustness of the model’s ability to discriminate between 
groups. Some of the jackknife error bars are bigger than others in Figure 3 (A) (M1 versus 
M2) because certain data points may influence the model’s performance more. Larger error 
bars suggest greater variability in the model’s performance.

Figure 3.  Orthogonal  part ial  least  squares 
discriminant analysis (OPLS-DA) scores plot of 
(A) M1 (blue) versus M2 (red), (B) M1 (blue) versus 
M3 (green), and (C) M2 (red) versus M3 (green) 

(A)

(B)

(C)

The OPLS-DA model explains the 
variation among compositions and their 
contribution to the discrimination pattern. 
Figure 3A shows the OPLS-DA scores 
plot for M1 (blue) versus M2 (red), while 
Figures 3B and 3C depict scores plots for 
M1 (blue) versus M3 (green) and M2 (red) 
versus M3 (green), respectively. Based on 
the OPLS-DA scores plots, discrimination of 
different ages of M. moribidii was achieved 
between M1 and M3 (Figure 3B), as well 
as M2 and M3 (Figure 3C), indicating the 
significant difference between M3 and other 
age classes. Based on the OPLS-DA loading 
column plots, most of the metabolites are 
shown to be higher in M1 and M2 compared 
to M3 (Supplementary Figures 3C and 4C). 
The results suggested that M1 and M2 are the 
best ages to be cultivated. The findings were 
also supported by the relative quantification 
of identified metabolites of M1, M2, and 
M3, as presented in Supplementary Table 1. 
Supplementary Figure 5 presents boxplots 
of metabolites from the three groups of M. 
moribidii.

A previous study found that harvest 
times influence polychaetes’ chemical 
composition and metabolic variations 
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(Wijaya et al., 2024). Metabolites are more abundant during the hot season due to higher 
temperatures accelerating metabolism and supporting growth and reproduction. In contrast, 
the rainy season’s reduced salinity and variable conditions may stress the polychaetes, 
lowering metabolic activity and metabolite production.

Metabolite Profile of Three Age Classes of M. moribidii Extract Based on LC-MS/
MS Analysis

LC-MS/MS analysis was performed to better understand the metabolites present in M. 
moribidii at different ages. Since LC-MS/MS analysis is more sensitive than 1H NMR 
analysis, a greater number of secondary metabolites are anticipated to be identified. This 
study used qualitative metabolite identification based on LCMS/MS analysis. The signal-
to-noise (S/N) ratio was an essential factor for the analysis. Signals of metabolites with 
an S/N ratio below 1 (S/N ratio < 1) were not identified, as they were considered noise 
rather than meaningful data. This threshold ensures that only reliable and robust signals are 
included in the interpretation, minimising the risk of false positives due to background noise. 
Identification of metabolites was performed using the m/z and MS/MS fragmentations 
of interest compounds and comparing them with the m/z and MS/MS fragmentations 
of standard compounds available in the database. Nonetheless, a total of 36 compounds 
were tentatively identified from various age classes of M. moribidii, using LC-MS/MS, 
including organic acids, carbohydrates, phenolic, fatty acids and amino acids, with only 
one compound extra compared to 1H NMR metabolomics. The proposed compounds for the 
three distinct age classes of M. moribidii are shown in Table 3, highlighting the differences 
observed in the presence or absence of these compounds. 

Major identified metabolites of M. moribidii can be classified into primary and 
secondary metabolites. Primary metabolites refer to small chemical compounds such 
as organic acids, carbohydrates, phenolic, fatty acids, and amino acids that are directly 
involved in the growth, development, and reproduction of living organisms (Salam et al., 
2023). These compounds are essential for maintaining normal physiological functions 
in the body. On the other hand, secondary metabolites are organic acids, carbohydrates, 
phenolics, fatty acids, and amino acids produced by modifying primary metabolites. These 
secondary metabolites are typically synthesised during the stationary phase of growth. 
Unlike primary metabolites, secondary metabolites do not play a direct role in growth, 
development, or reproduction (Bruce, 2022). Instead, they often serve ecological functions 
such as defence mechanisms and can exhibit properties such as antibiotics, antimicrobial, 
antifungal, anticancer, and antiviral (Izzati et al., 2021).

As depicted in Table 3, sucrose was detected in M1, M2 and M3 samples, with a 
retention time (RT) of 13.65 and a mass-to-charge ratio (m/z) of 341.1069. Sucrose and 
glucose were also identified in 1H NMR spectra of M. moribidii of different ages. Sucrose, 
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a simple carbohydrate with low reactivity, plays essential roles in both plants and animals. 
Sucrose is commonly used in marine worms to store energy. Like many other organisms, 
marine worms require energy to perform biological processes such as movement, growth, 
and reproduction (Ulu et al., 2021). Marine worms can consume sucrose directly from their 
surroundings or by breaking down other organic matter. Once ingested, sucrose can be 
broken down into monosaccharides (glucose) that are then utilised in cellular respiration 
to generate ATP (adenosine triphosphate), the primary energy currency of cells (Khowala 
et al., 2008). 

Cyclo (Pro-Val) is a cyclic dipeptide composed of proline and valine. It is found in 
sponges, molluscs, and some marine bacteria and can perform a variety of functions (Zeng 
et al., 2023). These organisms produce and utilise Cyclo (Pro-Val) as part of their metabolic 
processes. These compounds may play a role in osmoregulation, helping marine worms 
adapt to changes in salinity and other environmental conditions. In some cases, Cyclo 
(Pro-Val) can provide nitrogen or other nutrients to marine organisms, contributing to 
their growth and development. Based on its known biological activities, Cyclo (Pro-Val) 
is anticipated to contribute to various physiological processes that support the health and 
adaptation of marine worms in their aquatic environment (Bojarska et al., 2021). 

L-tyrosine is a natural protein building block presented in M1 and M3 samples while 
absent in M2. This observation suggests that, rather than being a naturally occurring 
substance in M2, the source of L-tyrosine may be a nutrient found in sediment that the 
organism uses as sustenance. Since L-tyrosine is an amino acid that the body can synthesise, 
it is considered a non-essential amino acid (Lopez & Mohiuddin, 2024).

In contrast, L-phenylalanine is presented only in M2, indicating that the nutrient 
content in M. moribidii extract primarily originates from the soil. According to Aliu et 
al. (2018), phenylalanine and tyrosine differ primarily because the former is an essential 
amino acid while the latter is a non-essential amino acid. However, the amino acids of 
acetylglucosamine, which are well recognised for their structural roles at the cell surface, 
were only found in M3 at a m/z of 266.0891. It is a crucial part of the extracellular matrix 
found in animal cells, the fungus chitin, and the bacterium peptidoglycan. Furthermore, 
N-alpha-acetyl-L-lysine, a derivatised alpha amino acid, is identified at m/z of 187.1088 
in M2 and M3. It is the biologically accessible N-terminal capped form of L-lysine, an 
alpha amino acid prevalent in proteins.

Interestingly, the only phenolic molecule identified in M. moribidii was 2-methoxy-
4-acetylphenyl-1-O-β-D-apiofuranosyl-(1’’→6’)-β-D glucopyranoside and specifically 
found in M2 sample. It belongs to a group of natural products known as glycosides, 
commonly occurring as β-D-glucosides, which are presented in various plant pigments 
such as anthocyanins. Phenolic glycosides have been newly identified in M. moribidii, 
marking the first representative of their presence in this species. Since glycosides are 
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classified as secondary metabolites, they can act as chemical defences against predators, 
and this compound often possesses antimicrobial properties, which help to protect marine 
invertebrates from infections and diseases in their marine environment (Choudhary et al., 
2017).

Fatty acid esters, which are derivatives of carboxylic acid, are also largely found in 
M. moribidii at different ages, as presented in Table 3. Methyl oleic acid and phenylethyl 
butanoic acid are fatty acid esters found only in M2 samples at m/z of 341.2690 and 
237.1112, respectively. Methyl oleic acid results from the condensation of oleic acid with 
methanol and occurs naturally in various fats and oils of both animal and plant origin. 
Like other fatty acids, methyl oleic acid can serve as a source of energy when metabolised 
by the organism, and it is an integral component of cell membranes, providing stability 
and fluidity (Ali & Szabó, 2023). At the same time, phenylethyl butanoic acid was not 
classified in the phenyl group and contained a hydrogen atom in its molecular structure. 
Phenylethyl butanoic acid is an aromatic compound with a butanoic acid side chain and a 
phenethyl group. Aromatic compounds frequently serve as signalling molecules in intra- 
and interspecies communication. They can convey information about mating, territorial 
boundaries, or danger, while some aromatic compounds can influence behaviours such as 
feeding or social interactions among marine invertebrates (Elgar, 2019).

Stearidonic acid, which is synthesised from alpha-linolenic acid and γ-linoleic acid 
(LA), was detected at m/z 275.2015 and 277.2171 in both M1 and M2, respectively. 
LA is an essential nutrient with important physiological functions in various organisms. 
However, the mechanism of LA synthesis differs among species, as observed in studies 
involving insects, nematodes, and pulmonates (Malcicka et al., 2018). Ricinoleic acid 
has been found in M2 and M3 at m/z 297.2441, indicating extensive metabolism in the 
rumen and tissues, while coronaric acid at m/z 295.2278, is produced by cells and tissues 
of various mammalian species, including humans, through linoleic acid metabolism. 
These findings are supported by studies conducted by Alves et al. (2017) and Konkel 
and Schunck (2011). Furthermore, 9,12-octadecadienoic acid methylester, which has 
antibacterial properties, was found in all age classes of M. moribidii (M1, M2, and M3) 
at m/z 294.2559 (Rahman et al., 2014). Additionally, according to a study by Gheda and 
Ismail (2020), methyl 7,10-hexadecanoic at m/z 311.2231, which was also detected in 
all age classes of M. moribidii and classified as a linoleic acid ester, has demonstrated 
antioxidant, anti-inflammatory, and hypocholesterolemic characteristics.

Additional substances found in M1, M2, and M3 included the peptide thyrotropin-
releasing hormone (TRH), a peptide which is mostly generated by brain neurons. Thyroid-
stimulating hormone (TSH), which regulates the thyroid axis through neurons in the 
hypothalamus, is secreted by the anterior pituitary gland in animals in response to stimulation 
by TRH (Charli et al., 2020). Although TRH was first identified in relation to TSH release, 
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it has a variety of impacts on different species (Galas et al., 2009). Phthalates are another 
group of compounds found in all age classes of M. moribidii. They are naturally occurring, 
bioactive substances that plants, bacteria, fungi produce, and other organisms (Huang 
et al., 2021). On the other hand, only M3 showed signs of phosphatidylethanolamines, 
which is likely related to M. moribidii’s elderly age. Phosphotidylethanolamines, which 
make up approximately 25% of phospholipids, are essential components in all living cells 
(Calzada et al., 2016). They are widely distributed in brain tissue, neurons, and the spinal 
cord in humans and account for 45% of phospholipids. They serve critical roles in several 
biological pathways, including membrane fusion, cell division, and membrane curvature 
(Vance & Tasseva, 2013; Imbs et al., 2021). 

Compound Distribution in Different Age Classes of M. moribidii  

The Venn diagram depicts unique compounds that have been discovered in different age 
classes of M. moribidii (designated by M1, M2, and M3), and Figure 4 summarises the 
distribution of compounds. According to the Venn diagram, all three different age classes 
of M. moribidii share a common set of 41 compounds identified through a combination 
of LC-MS/MS and NMR metabolite analysis. However, five metabolites appear in both 
datasets, eliminating these duplicates. The distribution of metabolites was constructed in 
that way to ensure accuracy and precise analysis by eliminating duplicates and reducing 
redundancy. After data acquisition, metabolites identified by both LC-MS/MS and NMR 
are compared for overlap. Duplicate entries are removed when both methods detect the 
same compound to ensure unique metabolite representation in the final dataset. Redundancy 
occurs as both techniques can identify the same metabolites, including organic acids, 
carbohydrates, phenolics, fatty acids and amino acids. 

Figure 4.  Venn diagram showing compound 
distribution in different age classes of M. moribidii

Interestingly, the M1 variety exhibits 
one unique compound, while the M2 
and M3 varieties have seven and two 
unique compounds, respectively. Relative 
quantification of identified metabolites 
based on NMR analysis indicates the 
metabolite variations in different classes 
of polychaetes, showing that M3 has 
fewer metabolites compared to M1 and 
M3 (Supplementary Table 1). Specifically, 
only a single, distinctive compound of 
13-hydroxy-9,11-octadecadienoic acid 
was identified in M1. This monohydroxy 
fatty acid plays a significant role in marine 
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invertebrates. Previous research has demonstrated the notable antifungal activity of 
unsaturated hydroxy fatty acids with hydroxylation at the C9–C13 positions in a C18 chain 
(Guimarães & Venâncio, 2022). Furthermore, hydroxy fatty acids such as 11-HEPE and 
15-HEPE have been found in diatoms through investigations on lipoxygenase pathways, 
suggesting their involvement in a variety of biological activities (Ruocco et al., 2020). 
According to these findings, 13-hydroxy-9,11-octadecadienoic acid and related compounds 
may support several various physiological and ecological processes in marine invertebrates, 
including signalling and defence systems.

Interestingly, M2 is categorised as having the greatest number of unique metabolites 
found compared to M1 and M3, as it shows seven distinct metabolites. The first metabolite 
identified in M2 is L-phenylalanine. Limited information is available regarding the specific 
function of L-phenylalanine in marine invertebrates. However, research indicates that 
phenylalanine plays important roles in regulating the capacity of intestinal immunity, 
antioxidants, and apoptosis in fish, including largemouth bass and gilthead seabream. In 
addition, phenylalanine is essential for synthesising proteins, catecholamines, and melanin 
(Salamanca et al., 2021; Yi et al., 2023). 

The next compound discovered in M2 is 2-methoxy-4-acetylphenol 1-O-α-L-
rhamnopyranosyl-(1’’→6’)-β-D-glucopyranoside, an aromatic compound classified as 
phenylpropanoid glycoside. Phenylpropanoid glycosides are known for their wide range of 
biological activities, including antioxidant, anti-inflammatory, and antimicrobial properties 
(Skalski et al., 2021). Consequently, this compound holds the potential to contribute to the 
biological activities associated with marine invertebrates. Another compound identified in 
M2 is 2-methoxy-4-acetylphenyl-1-O-β-D-apiofuranosyl-(1’’→6’)-β-D-glucopyranoside, 
a complex sugar molecule with recognised activities in marine invertebrates (D’Abrosca et 
al., 2010). Depending on the specific species and its presence in their tissues or secretions, 
this compound may serve a variety of functions in marine invertebrates. In general, sugar 
molecules are essential to many biological functions, including cell signalling, energy 
storage, and structural support (Rolland et al., 2002). 

Additionally, M2 contains pseudolaric acid β-O-beta-D-glucopyranoside, classified as 
a rifamycin, and has anti-tuberculosis properties. According to Li et al. (2020), pseudolaric 
acid has been demonstrated to exhibit a variety of biological functions, for instance, serving 
as an antifungal agent. M2 also contains a fatty acid ester of methyl oleic acid that shares 
functional similarities with oleic acid, which is recognised for its diverse activities in 
various roles, including being a carboxylesterase inhibitor and a metabolite in different 
organisms (Ruiz et al., 2022). Octadecenoic acid is another next-generation metabolite 
found in M2. Octadecenoic acid content changes according to the species and habitat of 
the marine invertebrate. It is also found in the phospholipids of Holothuria mexicana and 
is a trace element in Kamptosoma abyssale, an abyssal species (Barnathan, 2009).
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9,12-dihydroxy-15-nonadecenoic acid, a chemical compound present in various 
marine invertebrates, is the final distinct metabolite found in M2. Its occurrence in these 
organisms raises the possibility that it plays a part in their biology and defence systems. 
Sponge-like marine invertebrates depend on humoral and cellular immunity as part of 
their innate immune systems (Sperstad et al., 2011). The existence of 9,12-dihydroxy-15-
nonadecenoic acid in marine invertebrates suggests a potential contribution to their innate 
immune system and plays a role in protecting them against various pathogens, even though 
it is not specifically discussed in the context of these organisms’ defence mechanisms. 

The old age class of M. Moribidii (M3) shows the presence of two distinct chemicals 
where the first compound identified is acetylglucosamine. According to Riemann and 
Azam (2002), acetylglucosamine is known as an important constituent of structural 
polymers found in bacteria, plants, and animals, including various marine invertebrates 
such as cuttlefish, crab, and lobster, as well as fungi and algae. The subsequent compound 
identified in M3 is phosphatidylethanolamines (PE), which plays a crucial role in marine 
invertebrates as a major structural lipid in cell membranes. Furthermore, ethanolamine-
containing special glycerophospholipid plasmalogens, which are prevalent in several marine 
invertebrates, have been associated with benefits for age-associated diseases (Yamashita et 
al., 2023). Consequently, PE plays a crucial part in the composition and operation of marine 
invertebrates’ cell membranes. In summary, M. moribidii has distinct fatty acid, amino acid, 
and phospholipid components at both the young (M1) and old (M3) ages. Interestingly, M. 
moribidii (M2) has a higher concentration of different substances in its middle age, such 
as amino acids, fatty acids, fatty acid esters, and phenylpropanoid glycoside.

As far as we know, no research has been conducted on the metabolite profile of 
various ages of marine worms. Among the most popular model organisms to investigate 
the molecular mechanisms of ageing are the nematodes of Caenorhabditis elegans due 
to their short lifespan and ease of cultivation in the laboratory (Balashova et al., 2022). 
Copes et al. (2015) studied global quantification of metabolite and protein levels in young 
and aged nematodes of C. elegans using mass spectrometry, which successfully identified 
186 metabolites. The metabolomics data show that as C. elegans ages, the levels of free 
fatty acid and sorbitol content increase, while those of specific purine and pyrimidine 
metabolites, free hydrophobic amino acids and altered S-adenosyl methionine metabolism 
decrease, and a shift in cellular redox balance.

Figure 5 summarises the proposed metabolic pathway involved in M. moribidii. 
According to the results, there are four important metabolic pathways in M. moribidii: 
phenylalanine, tyrosine and tryptophan biosynthesis, phenylalanine metabolism, taurine and 
hypotaurine metabolism, and beta-alanine metabolism. This pathway analysis highlights 
significant metabolites, particularly emphasising primary metabolites that play essential 
roles in the metabolism of M. moribidii. 
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Figure 5. Summary of pathway analysis determined using Metaboanalyst. (A) Pathway impact: (a) 
Phenylalanine, tyrosine and tryptophan biosynthesis; (b) Phenylalanine metabolism; (c) Taurine and 
hypotaurine metabolism; (d) beta-Alanine metabolism. (B) Metabolite sets enrichment overview and 
MetaMapp visualisation of metabolomic data highlighting the differential metabolic regulation. (C) 
MetaMapp graphs in Cytoscape showed much clearer metabolic modularity and complete content 
visualisation compared to conventional biochemical mapping approaches
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Pathway analysis using MetaboAnalyst typically provides an overview of the key 
metabolic pathways that are most relevant to M. moribidii. This type of analysis integrates 
metabolite data and maps them to know their metabolic pathways, allowing for a broader 
understanding of the biochemical processes occurring within the organism. In a MetaMapp 
graph, nodes represent metabolites like glucose, amino acids, or lipids. At the same time, 
the edges and the lines connecting the nodes show the relationships or interactions between 
metabolites. These relationships can include biochemical conversions, where enzymes 
change one metabolite into another or connect between different metabolic modules. The 
graph can be adjusted to show how metabolites and pathways are linked, with edges and 
nodes clearly showing which metabolites are involved in which pathways and how they are 
grouped together. The metabolic pathways in Figure 5C show the overview of the general 
metabolite involved in M.  moribidii.

CONCLUSION

We observed a comprehensive spectrum of metabolite profiles in marine worms, M. 
moribidii, from various age classes using NMR and LC-MS/MS analysis, including 
organic acids, carbohydrates, phenolics, fatty acids, and amino acids. M. moribidii’s 
middle age (M2) classes have the most identified chemicals (62 metabolites) when 
compared to the young (M1) and old age (M3) classes. The most noticeable discovery 
from this study is that M2 has the maximum number of seven distinct metabolites 
composed of fatty acid, amino acid, phenylpropanoid glycoside, and fatty acid esters 
compared to the young and old classes of M. moribidii. M2 unique metabolites might 
contribute to a variety of biological activities, including antioxidant, anti-inflammatory, 
antibacterial, and defence and immunological systems. These data indicate that 
discrepancies in age classifications of M. moribiii result in diverse metabolite profiles, 
with not all metabolites present in different age classes of M. moribiii. Overall, this 
study improves our understanding of M. moribidii, an intriguing annelid species, by 
emphasising the significance of metabolomics in identifying the numerous metabolic 
pathways associated with its various age classes. This study’s findings shed light on the 
physiology and ecology of metabolic variability, establishing the groundwork for future 
research into the genetic and biochemical mechanisms behind the observed changes in 
M. moribidii metabolism.
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APPENDIX

Investigation of Aged-related Metabolites in the Marine Polychaete (Marphysa 
moribidii) Using 1H NMR Metabolomics and LC-MS/MS Analysis

Supplementary Figure 1. Representative 1H NMR spectra of M. moribidii at different ages. Keys: mm1–3 
(M1); mm2–3 (M2); and mm3–3 (M3) 

Supplementary Figure 2. Permutation test results of OPLS-DA model M1 versus M2. The permutation tests 
were carried out with 20 random permutations
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Supplementary Figure 3. OPLS-DA model M1 versus M3 showed the permutation test (20 permutations) 
results for M1 (A) and M3 (B); and loadings column plot (C)

Supplementary Figure 4. OPLS-DA model M2 versus M3 showed the permutation test (20 permutations) 
results for M2 (A) and M3 (B); and loadings column plot (C)
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Supplementary Figure 5. Boxplots of M1, M2 and M3 metabolites of the M. moribidii
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Supplementary Figure 5 (continue). Boxplots of M1, M2 and M3 metabolites of the M. moribidii
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Supplementary Table 1
One-way ANOVA and Tukey-HSD Pairwise Test results of identified metabolites in M1, M2, and M3

No Metabolite δH (ppm) f.value p.value FDR Tukey's HSD
1 Isoleucine 1.02 42.158 2.69E-05 0.0012837 M3-M1; M3-M2
2 Lactic acid 1.34 31.92 8.19E-05 0.0012837 M3-M1; M3-M2
3 Fatty acid 1.22 31.506 8.62E-05 0.0012837 M3-M1; M3-M2
4 Aspartic acid 2.78 30.054 0.00010381 0.0012837 M3-M1; M3-M2
5 Glucose 3.78 26.308 0.00017396 0.0015077 M3-M1; M3-M2
6 Succinic acid 2.42 23.696 0.00025918 0.0015257 M3-M1; M3-M2
7 Acetoacetic acid 2.30 23.577 0.00026417 0.0015257 M3-M1; M3-M2
8 Glycerol 3.62 23.074 0.00028655 0.0015257 M3-M1; M3-M2
9 Betaine 3.26 22.856 0.00029699 0.0015257 M3-M1; M3-M2
10 Acetone 2.22 22.22 0.00033013 0.0015257 M3-M1; M3-M2
11 SCKA 0.90 21.84 0.00035209 0.0015257 M3-M1; M3-M2
12 Creatinine 3.06 19.301 0.00055558 0.001924 M3-M1; M3-M2
13 Formic acid 8.46 18.968 0.000592 0.001924 M3-M1; M3-M2
14 Oxoglutaric acid 2.46 18.348 0.00066784 0.0020428 M3-M1; M3-M2
15 Acetamide 2.02 17.202 0.00084173 0.0023529 M3-M1; M3-M2
16 Malonic acid 3.10 16.863 0.00090352 0.0023529 M3-M1; M3-M2
17 Creatine 3.02 16.856 0.00090497 0.0023529 M3-M1; M3-M2
18 TMA 2.90 15.07 0.0013405 0.0030708 M3-M1; M3-M2
19 Valine 1.06 15.013 0.0013582 0.0030708 M3-M1; M3-M2
20 Taurine 3.42 14.724 0.0014526 0.0030985 M3-M1; M3-M2
21 Phenylalanine 7.42 14.479 0.0015391 0.0030985 M3-M1; M3-M2
22 Glutamic acid 2.34 14.125 0.0016751 0.003226 M3-M1; M3-M2
23 Inosine 8.34 13.627 0.0018923 0.0034441 M3-M1; M3-M2
24 Leucine 0.94 13.099 0.0021616 0.0037467 M3-M1; M3-M2
25 Methionine 2.62 8.7929 0.0076414 0.012417 M3-M1; M3-M2
26 Choline 3.18 8.6828 0.0079327 0.0125 M3-M1; M3-M2
27 GPC 3.22 7.8935 0.010473 0.015739 M3-M1; M3-M2
28 Trigonelline 8.82 7.8621 0.010594 0.015739 M3-M1; M3-M2
29 Sucrose 5.42 5.2582 0.030711 0.041497 M3-M1
30 4-HPA 6.90 5.2095 0.03141 0.041497 M3-M1
31 Acetic acid 1.90 5.1748 0.031921 0.041497 M3-M2
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ABSTRACT 
The use of electric vehicles (EVs) is growing rapidly and widely, as they produce no gas emissions, 
reduce pollution, and do not rely on fossil fuels. Solar energy is a reliable and renewable energy 
source. Problems arise when charging stations cannot meet demand due to unfavourable weather 
conditions. This research offers a solution using multi-source energy management to ensure the 
availability of electrical energy sustainably and economically. The multi-source inverter converts 
from direct current (DC) to alternating current (AC), stabilising the voltage from solar panels, 
batteries, and the grid. The proposed energy management ensures an uninterrupted power supply, 
especially when energy absorption from the sun is reduced due to weather. The research contributes 
to providing and managing energy for electric vehicle charging, prioritising the exploitation of 
energy from solar panels and batteries. Sourcing electricity from the grid will be the last resort when 

the load reaches its peak. With the proposed 
strategy, the charging station can reduce the use 
of fossil energy, requiring only 1,795 watt hours 
(Wh) each week.

Keywords: Charging station, electric energy 
management system, electric vehicle, solar energy 

INTRODUCTION

Electric vehicles (EVs) offer a sustainable 
transportation solution that can effectively 
replace traditional fossil fuel-powered 
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vehicles. This transition is crucial since traditional vehicles are known for emitting harmful 
air pollutants, carbon dioxide (CO2) emissions, and greenhouse gases, which resulted in 
the depletion of petroleum resources. These factors collectively present substantial threats 
to the environment (Narasipuram & Mopidevi, 2021). Currently, numerous countries 
are supporting the adoption of EVs to mitigate the rising levels of pollutants. However, 
various challenges must be addressed to facilitate the widespread implementation of 
electric vehicles, including the limited development of EV infrastructure, identifying 
optimal locations for EVs, and managing power usage (Ahmad et al., 2022). One critical 
approach to increasing the accessibility of electric vehicles is through ongoing research and 
development in battery technology. Advancements in battery technology will enable electric 
vehicles to achieve a longer range and improved efficiency. Furthermore, the establishment 
of charging stations distributed evenly across user activity areas is essential. With accessible 
charging stations, electric vehicle users will not have to worry about running out of power 
while on the move. These several key factors have a significant impact on the growth and 
development of electric vehicles in the automotive industry. With robust support for EV 
infrastructure, it is anticipated that the adoption of electric vehicles will accelerate in the 
future. This transition will further aid in decreasing greenhouse gas emissions and fostering 
a cleaner, more sustainable environment. According to a study conducted by Sanguesa et 
al. (2021), the presence of a supportive EV infrastructure is essential for facilitating the 
widespread adoption and utilisation of electric vehicles. Therefore, concrete actions must be 
continually pursued to enhance electric vehicle infrastructure, from increasing the number 
of charging stations to improving the battery capacity of electric vehicles. 

Users of electric vehicles need to predict energy consumption and optimise battery 
capacity to avoid running out of power. Efficient route planning can also contribute to 
energy savings. It is essential to ensure the availability of adequate charging infrastructure, 
allowing users to recharge their batteries with ease. These strategies allow electric vehicle 
users to extend battery life and enjoy a more comfortable and efficient driving experience 
(Zhang et al., 2020). The battery capacity of electric vehicles is affected by the weight 
of the load being carried. On average, the battery will deplete after covering a maximum 
distance of 25 km at a speed of 25 km/h, with a load of 58–70 kg and a battery capacity 
of 80 Ah. Selecting the appropriate battery capacity is crucial for the performance and 
efficiency of electric vehicles (Lestari & Rangkuti, 2023). Various studies have highlighted 
the importance of the distribution of charging stations to alleviate electric vehicle drivers' 
concerns regarding power needs and travel range (Pan et al., 2020). Therefore, the 
installation of charging stations in public areas must be supported by the availability and 
continuity of power supply.

In recent times, there has been an increasing focus on utilising renewable energy sources 
to power charging stations. Solar energy is a renewable and environmentally friendly energy 
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source. However, its generation is heavily influenced by climatic and weather conditions. 
The electricity generation from solar power is most effective in regions with sunny climates 
and during the summer months, while production becomes severely limited in winter 
or overcast areas. Solar energy can be harnessed only during daylight hours, as it is not 
accessible at night. Conversely, the demand for energy to power EVs persists until daily 
activities cease. The energy stored in batteries serves as a solution to ensure the continuity 
of the energy supply (Kunj & Pal, 2020). To guarantee sustained energy production, the 
integration of various sources is essential. Efficient power flow management can positively 
impact energy savings (Baqar et al., 2022). 

The utilisation of Renewable Energy Sources (RES) through a hybrid system that 
combines solar and wind energy has been analysed using HOMER software. The simulation 
results indicate that solar energy plays a more dominant role compared to wind energy 
(Ekren et al., 2021). In the context of energy utilisation for electric vehicle charging stations, 
it is essential to optimise the scheduling of charging and energy absorption to maintain the 
stability of the electrical system (Ullah et al., 2023). Furthermore, the placement of solar 
panels significantly impacts energy absorption efficiency (Reddy et al., 2023). Installing 
solar panels on rooftops presents a viable solution for enhancing energy absorption while 
also providing shade for the charging stations (Khan et al., 2023).  Inverters are required 
to convert the direct current (DC) into alternating current (AC) and stabilise the voltage 
by harnessing solar energy as a power source for charging stations (Ebrahimi et al., 2021). 
Developing inverters capable of integrating multiple energy sources and filtering the output 
is necessary to produce cleaner energy and ensure a continuous power supply at the charging 
stations. This article discusses charging stations that utilise energy from various sources, 
employing multi-source inverters to integrate solar panels, batteries, and the electrical grid. 
Power flow management from these three sources will be carefully regulated to minimise 
fossil fuel usage. The primary goal is to maximise energy production from solar panels by 
implementing battery storage to address any increase in energy consumption. If necessary, 
the electrical grid will provide energy as a final option. The contributions and innovations 
presented in this research provide a framework for energy management at charging stations 
using multi-source inverter technology, expecting to reduce electricity costs and ensure 
sustainable electricity supply, even during periods of reduced sunlight intensity. 

MATERIALS AND METHODS

The recently installed charging station at Hang Tuah University's parking area has been 
designed to enhance the infrastructure available to electric vehicle users. This charging 
station was accessible to the public, given its strategic location near public facilities. The 
station utilises a hybrid power supply system comprised of solar panels, batteries, and the 
electrical grid to effectively meet the energy demands of electric vehicles. The efficiency 
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of the solar panels was assessed based on the amount of sunlight converted into electrical 
energy to the surface area of the solar panels exposed to sunlight, measured in watts. 
Equation 1 could be employed to calculate the efficiency value of the solar panels exposed 
to sunlight (Triyanto et al., 2023).

employed to calculate the efficiency value of the solar panels exposed to sunlight (Triyanto et al., 2023). 
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The requirements for solar panels are determine in two steps: Assess the available area 
and evaluate the power requirements. Equation 2 can be used to calculate the necessary 
solar panels.
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A value of 0.25 indicates an area that was not utilised for the installation of photovoltaic 
(PV) systems. Once the potential area has been identified, the subsequent step involves 
calculating the area designated for PV installation, referred to as the PV Area. The PV 
Area could be determined using Equation 3.
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A value of 0.2 indicates an area designated for maintenance or repair pathways within 
a Solar Power Generation System. Additionally, the size of the solar panel array or the 
area covered by the photovoltaic installation could be determined to assess the potential 
power output of the solar power system. Equation 4 was employed to compute the potential 
power output. 
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𝑃𝑃𝑃𝑃𝐴𝐴𝐴𝐴𝑝𝑝𝑚𝑚       = Surface Area of the Solar Panel (
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PSI  = Peak Solar insolasion (1.000 W/
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Subsequently, a calculation was conducted to determine the number of solar panels 
required for the planning of the Solar Power Plant construction. This calculation aimed to 
ascertain the quantity of PV modules that could be installed. This information was crucial 
for understanding the installation capacity of the modules within the proposed solar power 
plant plan. Equation 5 could be utilised to compute the number of PV modules that could 
be installed.
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                                                                                                ...... (5) 

With:  

Σ𝑃𝑃𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝  𝑠𝑠𝑠𝑠𝐴𝐴𝑠𝑠𝑚𝑚    = Number of PV modules  

 = Number of PV modules (Unit)

installed. 

 

 

Σ𝑃𝑃𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝  𝑠𝑠𝑠𝑠𝐴𝐴𝑠𝑠𝑚𝑚   =
𝑃𝑃𝑠𝑠𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑤𝑤

Pmp
                                                                                                ...... (5) 

With:  

Σ𝑃𝑃𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝  𝑠𝑠𝑠𝑠𝐴𝐴𝑠𝑠𝑚𝑚    = Number of PV modules  

 = Power generated by PV (Wp)
Pmp = Maximum power output of the solar panel (Watt)

A schematic representation of the charging station is illustrated in Figure 1, while the 
actual implementation of the charging station can be observed in Figure 2. Solar energy was 

Figure 1. Schematic diagram of multisource inverter-based solar charging station
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harnessed through six units of monocrystalline PV panels, each with a capacity of 550 watts 
peak (WP). The placement of the solar panels followed a rooftop concept. The supporting 
structure was designed to support the solar panels, protect the panels' enclosure beneath, 
and provide shade for the electric motor to facilitate the charging process. A multi-source 
inverter system was employed at this charging station, ensuring a sustainable supply of 
electrical power. When solar energy absorption peaks, the energy is stored in batteries. 
The battery capacity needs to be customised to adequately accommodate the daily energy 
needs of the solar charging system. 

Figure 2. Implementation of the solar charging station in the campus area

Depth of Discharge (DOD) was the quantifiable measure of the amount of charge that 
had been used in relation to the total capacity of a battery. It was expressed as a percentage 
and indicates the level of discharge the battery has undergone. Instead, the State of Charge 
(SOC) was a metric that reflects the percentage of battery capacity currently available, 
indicating the level of energy available for use (Xie et al., 2020). According to existing 
data, the daily energy requirement for solar charging was 10.78 kWh per day. Consequently, 
the minimum battery capacity required must be at least equivalent to this daily energy 
consumption. However, when determining battery capacity, it was crucial to consider the 
type of battery being used, as each type has a different DOD. In this study, the battery 
employed was of the lithium variety, which had a DOD of 95%. Therefore, the capacity 
of the battery that should be selected could be calculated using Equation 6.
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Battery Capacity = Battery Capacity = 𝐷𝐷𝑚𝑚𝑝𝑝𝑝𝑝𝑠𝑠  𝑝𝑝𝑝𝑝𝑝𝑝𝐴𝐴𝑒𝑒𝑠𝑠  𝑐𝑐𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝 ℎ  𝑝𝑝𝑜𝑜  𝐷𝐷𝑝𝑝𝑠𝑠𝑐𝑐ℎ𝑚𝑚𝐴𝐴𝑒𝑒𝑝𝑝

       (6) 

Using a DOD of 95%, the required battery capacity was: 

Battery Capacity = 10,78 𝑤𝑤𝑘𝑘ℎ
0,95

 = 11,33 kWh  

 [6]

Using a DOD of 95%, the required battery capacity was:

Battery Capacity = 

Battery Capacity = 𝐷𝐷𝑚𝑚𝑝𝑝𝑝𝑝𝑠𝑠  𝑝𝑝𝑝𝑝𝑝𝑝𝐴𝐴𝑒𝑒𝑠𝑠  𝑐𝑐𝑝𝑝𝑝𝑝𝑠𝑠𝑠𝑠𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝐷𝐷𝑝𝑝𝑝𝑝𝑝𝑝 ℎ  𝑝𝑝𝑜𝑜  𝐷𝐷𝑝𝑝𝑠𝑠𝑐𝑐ℎ𝑚𝑚𝐴𝐴𝑒𝑒𝑝𝑝

       (6) 

Using a DOD of 95%, the required battery capacity was: 

Battery Capacity = 10,78 𝑤𝑤𝑘𝑘ℎ
0,95

 = 11,33 kWh   = 11,33 kWh

The required battery capacity should be a minimum of 11.33 kWh, equivalent to 11,400 
Wh. However, in this study, the researchers would utilise a battery with a capacity of 5.12 
kWh. The selection of a smaller-capacity battery was intended to assess the performance of 
the multisource inverter in managing charging from various sources, such as solar panels, 
the electrical grid, and the battery itself.

Based on the load profile data, it has been determined that the maximum power 
requirement reaches 3 kW. This study utilised a solar panel system comprising six units, 
each with a capacity of 550 WP, resulting in a total solar panel capacity of 3,300 WP. This 
configuration will enable an assessment of the efficacy of the solar panels in fulfilling 
the load power demands, especially during times of peak load. Furthermore, it was 
acknowledged that solar panels produced fluctuating power output depending on solar 
radiation, indicating that the load power requirements also vary hourly throughout the day. 
This research aimed to assess how the inverter manages these fluctuations and identify when 
the solar panels require additional support from the electrical grid and battery systems.

The multi-source inverter comprised a DC/AC inverter circuit designed to convert 
direct current (DC) from various sources into alternating current (AC) for use by electrical 
loads. Distortion in the AC output was mitigated by an LC filter, resulting in a waveform 
that closely resembles a sinusoidal shape. The Residual Current Monitoring Unit (RCMU) 
was a key component within the inverter system. The term "residual current" refers to 
leakage current that flows from the electrical system to the ground, often resulting from 
ground faults. This leakage current poses a risk of flowing through the human body to 
the ground, potentially leading to electric shocks, injuries, burns, and an increased risk of 
overheating and fire hazards. Residual Current Devices (RCD) were employed to detect 
such leakage currents, automatically disconnecting the circuit from the source when the 
residual current exceeds a predefined threshold. The RCMU serves a purpose similar to 
the RCD but cannot disconnect the circuit. 

Instead, the RCMU was designed solely to monitor residual current and activate an 
alarm when necessary. Given that the inverter was equipped with highly precise residual 
current detection devices, installing leakage protection switches within the system was 
generally not recommended. Should the need arise, such switches should be installed 
between the inverter's output and the electrical grid. Additionally, a buck-boost converter 
was utilised to ensure that the input voltage can be maintained at levels either above or 
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below the output voltage. Furthermore, an Alternating Current Surge Protective Device 
(AC-SPD) was incorporated to safeguard the electrical installation from damage or fire 
caused by voltage surges resulting from lightning strikes or excessive voltage spikes. 
Consequently, the multi-source inverter is an energy converter from DC to AC. It protects 
and filters, ensuring the generated energy is cleaner and the output voltage remains stable. 
The configuration can be observed in Figure 3.

Figure 3. Residual current monitoring unit 

Figure 4. Energy management of solar charging stations

The process algorithm is presented in Figure 4. Energy management regulated by multi-
source inverters prioritises the direct use of energy generated from PV panels. When the 
demand for EVs is lower than the power produced by the PV system, the energy will fully 
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supply the energy, with any excess energy stored in batteries. Conversely, if the demand 
from EVs exceeds the power generated by the PV system, the charging station will draw 
power from the batteries. Throughout this process, as long as the energy discharge does 
not fall below the minimum SOC threshold, the batteries will undergo an energy discharge. 
However, should the SOC exceed the maximum limit, the batteries would engage in 
charging from the electrical grid. Charging will commence when the battery capacity drops 
below 15%, while the discharge process is capped at 85% of capacity. 

RESULTS AND DISCUSSION

Solar Energy Potential at the Charging Station Location

The capacity of solar charging stations was determined based on the potential absorption of 
solar energy at the specific installation site. This potential was derived from solar irradiation 
data specific to the location of the charging station, as outlined in Table 1. It was observed 
that solar irradiation tends to increase in correlation with the sun's position throughout 
the day. The solar irradiation values in Indonesia demonstrate monthly fluctuations due 
to seasonal changes. Data for September indicates a peak, with an average daily total 
irradiation reaching 6.157 Wh/m². On the contrary, January had the lowest recorded values, 
with an average daily total irradiation of 2.776 Wh/m². This decline in irradiation values 
was likely attributable to the rainy season, which diminishes the amount of sunlight that 
can be harnessed. Overall, the annual average solar irradiation stands at 4.208 Wh/m².

Table 1  
Solar energy potential as a charging station energy source 

Hour Average Solar Irradiation During the Year (Wh/m2) Average
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

0–1 0 0 0 0 0 0 0 0 0 0 0 0 0
1–2 0 0 0 0 0 0 0 0 0 0 0 0 0
2–3 0 0 0 0 0 0 0 0 0 0 0 0 0
3–4 0 0 0 0 0 0 0 0 0 0 0 0 0
4–5 0 0 0 0 0 0 0 0 0 0 0 0 0
5–6 0 0 0 0 0 0 0 0 0 0 0 0 0
6–7 15 6 7 11 12 8 0 14 40 59 60 23 21
7–8 141 126 153 188 211 216 209 264 336 281 218 143 207
8–9 225 242 289 310 358 379 417 460 506 428 323 221 347
9–10 310 328 363 377 433 457 511 573 616 535 377 290 431
10–11 371 368 422 448 504 520 587 657 694 604 447 339 497
11–12 382 402 470 510 565 573 651 720 734 633 471 351 539
12–13 371 392 467 510 580 607 675 740 734 625 434 330 539
13–14 327 364 409 438 539 594 668 725 702 580 353 265 497
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Hour Average Solar Irradiation During the Year (Wh/m2) Average
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

14–15 258 297 306 340 462 535 615 671 637 472 274 198 422
15–16 172 196 205 231 348 429 528 575 530 377 195 122 326
16–17 103 126 138 160 245 322 405 439 394 269 140 78 235
17–18 77 88 94 102 115 179 232 261 223 136 82 54 137
18–19 24 32 14 6 1 3 14 18 11 5 4 6 12
19–20 0 0 0 0 0 0 0 0 0 0 0 0 0
20–21 0 0 0 0 0 0 0 0 0 0 0 0 0
21–22 0 0 0 0 0 0 0 0 0 0 0 0 0
22–23 0 0 0 0 0 0 0 0 0 0 0 0 0
23–24 0 0 0 0 0 0 0 0 0 0 0 0 0
Total 2776 2967 3337 3631 4373 4822 5512 6117 6157 5004 3378 2420 4208

Solar radiation measurement was used to determine how much solar energy can be 
harnessed. This process also optimises the design of charging station systems, identifies 
ideal locations, and analyses the performance of these charging stations. 

Electric Vehicle (EV) Power Requirements 

The electric charging station offered three sockets for charging electric vehicles. Data 
regarding the energy requirements of electric vehicle (EV) users was essential as a basis for 
energy management strategies, enabling the prioritisation of renewable energy sources in 
fulfilment of energy demands. The energy requirements for EVs were measured over 30 
days. A dashed line graph illustrated the fluctuations in electricity consumption throughout 
the usage period from morning until evening, as depicted in Figure 5. The average energy 

Table 1 (continue)

Figure 5. Daily load profile of the charging station
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requirement for EVs was recorded at 14,549 Wh. The bar chart analysis reveals that the 
peak of energy consumption occurs between 1:00 PM and 2:00 PM. This data implies that 
several charging processes occurred simultaneously during this timeframe.

The study utilised conventional socket charging stations for data collection, allowing 
for the use of various charging adapters. Monitoring devices recorded charging power for 
each electric motor ranging from 600 to 1,000 watts. This data was used as a reference for 
effectively managing energy supply at the charging stations, considering fluctuations in 
energy consumption and measured charging capacity.

Daily Energy Management of Solar Charging Station

The charging station was equipped with three charging ports, enabling simultaneous use 
by three electric vehicles (EVs). This study analysed the energy management reports 
of the charging station over seven days, with a particular focus on energy consumption 
from photovoltaic (PV) sources. Considering that the charging station was situated in a 
campus parking area, it was noted that the average users of this station are active during 
the institution's working hours, specifically between 6:00 AM and 9:00 PM.

On the first day, the utilisation of the charging station is illustrated in Figure 6. The  
EV charging at socket 1 was entirely fulfilled by the PV energy source, as indicated by the 
orange colour. However, when the other two sockets were used for EV charging, the power 
supply from the PV system was insufficient to meet the demand, necessitating additional 
energy from the battery between 7:00 AM and 8:00 AM. During this period, the battery 
undergoes a discharge process, decreasing energy levels, as represented by the dashed line. 
The solar energy absorption in the morning has not reached its full potential. However, as 
the sun reaches its zenith, the energy generated from the PV system gradually increases, 
allowing the power needs of the EV to be fully met by the PV source. The excess power 
generated by the photovoltaic system is transferred to the battery at 1:00 PM.

Figure 6. Load profile of day one
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During the time range of 8:00 AM to 11:00 AM, the total energy consumption amounted 
to 2,372 watts, with three EVs utilising the charging stations. The energy requirements for 
the sockets were 600 watts for socket 1, 1,000 watts for socket 2, and 600 watts for socket 
3. At that time, solar energy had not yet reached its full potential, requiring additional 
support from the battery supply. Once solar energy absorption achieved optimal levels, if 
the battery's State of Charge (SOC) fell below 15%, the battery would initiate a recharge. 
During the first day of assessment, the power demand was sufficiently met without drawing 
from the electrical grid. This enabled the designed charging stations to effectively reduce 
the reliance on fossil fuels. 

For several days following the operation of the EV charging station, the energy 
requirements could be met through photovoltaic energy and battery storage. Figures 7 
to 10 illustrate the effectiveness of this system in maintaining sustainability and energy 
efficiency at the EV charging station. The photovoltaic system and batteries had consistently 
delivered a sufficient energy supply for an extended period, allowing the station to function 
independently without solely depending on grid energy sources. 

Gambar 7. Load profile of day two

Figure 8. Load profile of day three
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Figure 9. Load profile of day four

Figure 10. Load profile of day five

Figure 11. Load profile of day six

In the case observed on the sixth day, as illustrated in Figure 11, it was noted that 
in the morning, when the solar panels (PV) were not yet generating power, several EVs 
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were charging, each requiring 600 watts and 1,000 watts, respectively. The vehicles were 
powered by utilising the energy stored in the batteries. During this procedure, the batteries 
were discharged. Therefore, this ultimately leads to a decrease in the SOC. Fortunately, 
the PV systems were able to mitigate the situation by effectively harnessing solar energy.

At 10:00 AM, it was recorded that three EVs were charging, with capacities of 600 
watts, 1,000 watts, and 1,000 watts, while the battery conditions were nearing the minimum 
SOC. As the power generated by the photovoltaic (PV) system and batteries was insufficient 
to meet the energy demands of the EVs, the power supply was sourced from the electricity 
grid. The grid provided only 253 watts of the total energy requirement of 18,712 watts. In 
terms of percentage, the energy contributions were 78% from the PV system, 21% from 
the batteries, and 1% from the grid on that sixth day.

By the seventh day, the solar panels (photovoltaic) had not fully charged the battery. In 
the morning, the EVs were observed utilising power from the battery, as shown in Figure 
12. When the battery's SOC approached its limit, and the PV system was not providing 
optimal power, the electrical grid supplied the EVs. As the sun moved, the PV system 
subsequently took over as the primary energy source for the charging station. Overall, on 
the seventh day, only 1,795 watts of energy were required from the electrical grid out of a 
total daily consumption of 17,318. By mean, only 10% of the daily energy requirements 
for electric vehicles were sourced from the electrical grid. Therefore, it's demonstrating 
an effective approach to reducing the dependence on fossil fuels.

Figure 12. Load profile of day seven

As energy management increasingly relies on power supply from PV systems, the 
batteries do not engage in charging during the night. The primary focus for battery charging 
was on utilising PV energy during daylight hours. This approach focuses on harnessing 
charging stations as renewable energy sources to reduce reliance on fossil fuels and 
mitigate greenhouse gas emissions. Strategically positioning charging stations throughout 
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campus enhanced the adoption of photovoltaic energy for battery charging purposes. Future 
research could explore more complex solutions that would enable EV users to charge their 
vehicles from day to night. The development of electric vehicle infrastructure necessitates a 
comprehensive examination from multiple perspectives to ensure that goals are successfully 
achieved. Research on renewable energy plays a crucial role in contributing to energy 
sustainability and addressing pollution and environmental degradation issues.

Studies have addressed similar topics to enhance and bolster the advancement of 
infrastructure for EV utilization, in addition to initiatives aimed at decreasing reliance on 
fossil fuels. Table 2 presents comparable studies that address the utilisation of renewable 
energy for charging stations or supporting infrastructure for EV users. Several key highlights 
were examined from the perspective of developing supporting infrastructure for EVs, 
encompassing both simulations and implementations. The studies listed in Table 2 focus 
solely on the energy management of charging stations derived from hybrid sources. The 
proposed research indicates a significant contribution, suggesting that charging stations 
with the development of multi-source inverters provide straightforward energy management 
while simultaneously reducing reliance on fossil fuels. Furthermore, installing charging 
stations on campus provides complimentary power for members of the academic community 
who utilize electric vehicles. Such initiatives undoubtedly have a positive impact on 
reducing operational costs and mitigating greenhouse gas emissions. 

Table 2  
Similar research

Works Description Highlight
Kouka and 
Krichen (2019)

Simulation Energy management is being implemented in hybrid sources, with a 
priority on utilising renewable energy; however, this research is still 
in the simulation phase.

Cheikh-
Mohamad et al. 
(2023)

Simulation Electric vehicles (EVs) can utilise 75% of the total energy while 
charging at a charging station, providing a significant advantage 
over traditional vehicles. This is attributed to the limitations on the 
energy consumed by EVs. The Vehicle-to-Grid (V2G) service can be 
customised to accommodate the user's specific capacity needs. 

Chacko and 
Sachidanandam 
(2021)

Simulation A smart energy management system has been developed for a 
bidirectional converter that can be connected to the grid and installed 
in electric vehicles. This research focuses on the communication 
and price negotiation for electric vehicle usage and charging station 
systems. 

Cabrera-Tobar 
et al. (2022)

Simulation The current focus of the research is on assessing Energy Management 
Systems (EMS), with a particular emphasis on reducing emissions 
and minimising energy costs. At this stage, the research is primarily 
focused on simulation.

Mohan and 
Dash (2023).

Simulation The charging station's resources are derived from hybrid sources. The 
management of the DC microgrid power is developed using Fuzzy-
SSA. This research has been simulated using MATLAB software. 
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Works Description Highlight
Kumar et al. 
(2023)

Review The article reviews EV charging infrastructure, power management, 
and control techniques. It discusses charging station availability, 
power efficiency, and technological control methods for optimising 
energy use. The article aims to provide insights into the current state 
and future of EV charging.

Cheikh-
Mohamad et al. 
(2022)

Application The smart grid efficiently manages power balancing by using cutting-
edge technology, including batteries, to store excess electricity from 
solar and traditional sources. This innovative approach optimises 
renewable energy use and helps us meet fluctuating grid demands, 
ensuring reliable and sustainable energy for our customers. 

Proposed 
method

Application The multisource inverter plays a vital role in integrating hybrid 
sources and filtering, protecting, and prioritising energy from 
photovoltaic (PV) systems. This involves facilitating direct EV 
charging services and battery charging capabilities. Energy supplied 
from the grid is considered the last option when energy demands are 
not met. The reliance on fossil fuels for EV energy requirements is 
minimal, accounting for only up to 10% of total energy needs.

CONCLUSION

The establishment of electric vehicle (EV) charging stations powered by multiple energy 
sources was of significant importance, particularly in facilitating the transition to clean 
energy and accelerating the adoption of electric vehicles. The implementation of a multi-
source inverter, supported by an energy management system, prioritises the use of power 
generated from photovoltaic (PV) systems. This approach provided a viable solution 
for the development of EV charging infrastructure. Notable reductions in fossil energy 
consumption have been observed following the deployment of these charging stations on 
a university campus. Primarily powered by the PV system, these stations could meet the 
energy demands of EVs within just two days, contingent on the availability of power from 
the electrical grid. The peak consumption of grid power occurs on the seventh day. During 
this period, EVs utilised only 1,795 watts of fossil energy, while the PV system contributed 
a substantial 17,318 watts. The energy management strategy employed at these stations 
has effectively reduced fossil energy usage by up to 90%. Furthermore, any excess power 
generated by the PV system was directed towards charging batteries, which significantly 
enhances fossil energy savings. 

However, a notable limitation arises from the predominant reliance on PV energy, as 
batteries cannot be charged during nighttime. This situation was not deemed problematic 
since the charging station was situated within a campus environment, which typically 
experiences low activity levels at night. Grid power was only harnessed when there was 
an increase in EV demand, which predominantly occurs during daylight hours. Future 
research should explore the operation of charging stations during nighttime to address more 

Table 2 (continue)
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complex scenarios similar to those encountered in public area stations. Such investigations 
will deepen the understanding of energy management across varied operational contexts 
and aid in the optimisation of renewable energy sources within the broader energy grid. 
For future research, it is essential to consider the operation of charging stations at night 
to introduce a more complex scenario akin to charging stations located in public areas. 
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ABSTRACT
Dolomite, CaMg(CO3)2, is a carbonate mineral naturally found in the sedimentary rocks associated 
with limestone and chalks, which has gained much interest for its potential as a raw material for 
bioceramic production. Aside from the important natural elements, dolomite is typically composed 
of organic compounds, carbonates and moisture. Therefore, heat treatment was required for dolomite 
to decarbonise the carbon content and remove volatiles and impurities, thus improving its purity. 
However, there were several previous studies on the heat treatment of dolomite minerals, and limited 
scientific findings have been published specifically for Perlis dolomite. The composition of natural 
mineral resources always slightly differs with different source locations, which affects some of its 
properties. Therefore, this study aims to investigate the influence of the heat treatment process on 
the physical, chemical, and structural properties of Perlis dolomite and evaluate its potential for 
bioceramic production. The raw and processed dolomite were analysed through XRF, TGA-DSC, 

BET, XRD and FTIR. The findings showed 
that the heat treatment process is crucial for 
Perlis dolomite to improve its purity, enhance 
the oxide compounds, especially calcium and 
magnesium oxide, and activate the dolomite 
by forming hydroxyl groups. These important 
findings also proved the high potential of heat-
treated Perlis dolomite as a promising precursor 
for bioceramic production.

Keywords: Annealing, bioceramic, heat treatment, 
material characterisation, Perlis dolomite
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INTRODUCTION

Dolomite is one of the natural resources that can be found easily in most of the reservoirs 
in the northern area of Peninsular Malaysia, which is in Perlis, specifically at most of the 
quarries in the vicinity of Chuping and Kangar (Azurahanim et al., 2022). Perlis Dolomite 
is the second most prevalent carbonate after calcite and is usually associated with chalk 
and limestone. It can be actively exploited to gain large profits for economic importance 
for the country through various applications in a wide range of industries. In 2017, the 
Department of Mineral and Geosciences Malaysia (JMG) proclaimed that Chuping, Perlis 
possess dolomite reserves with weight assumptions of around 200 million metric tonnes, 
with an approximate cost of nearly RM 1.3 billion (Samad et al., 2019). Up to the present 
time, Perlis is still available with an abundance of dolomite, which can be proved by 
the most recent update by the Ministry of Natural Resources, Environment and Climate 
Change (NRECC) at the beginning of the year 2024. The aim of executing exploration 
activities upon the dolomite reservoirs will be implemented progressively in the district 
of Padang Besar, Perlis, as this mineral is valuable to this state and is worth up to RM 
19.2 billion. Perlis Dolomite Industries Sdn often managed the local dolomite. Bhd. as 
the main manufacturer and supplier where the continuous demands from the domestic and 
international markets were fulfilled.

 Ideally, dolomite is a carbonate resource with main constituents of the mineral, 
which are calcium and magnesium, with a chemical formula of CaMg(CO3)2. Generally, 
dolomite minerals were formed by the dolomitisation process where the magnesium 
replacement in calcite (Cai et al., 2021; Zahir et al., 2020; Resio, 2024; Shahraki et al., 
2009) over long periods. It is naturally found in the dolomitic rocks called dolostone (Fauzi, 
Osman, Alrashdi et al., 2022; Cai et al., 2021; Resio, 2023). The Perlis dolomite is mostly 
known as ‘Batu Reput’ by the locals because of its relatively low hardness and easily 
crushed into fine powders (Azurahanim et al., 2022; Kamarzamann et al., 2022; Kambakhsh 
et al., 2024; Mohammed et al., 2013; Osman et al., 2022). Dolomite is practically used 
for soil conditioning and fertiliser making in agriculture, as well as on road pavement and 
building materials in construction industries (Hussin et al., 2006; Mohammed et al., 2013). 
The abundance of dolomite minerals in Perlis should be explored broadly to enhance the 
material development of the dolomite in other applications, particularly for bone tissue 
engineering practices in the biomedical industry. This is because the dolomite mineral can 
be used to acquire its dominant components (CaO and MgO) as precursors in the bioceramic 
process. Both compounds were believed to play vital roles in bone treatments. Practically, 
CaO is the crucial component in the bone matrix and assists in bone formation by releasing 
Ca ions to encourage osteoblast proliferation (Liu et al., 2008; Marzban et al., 2019). 
Meanwhile, MgO contributes to the growth factor of the bone during the beginning phase 
of osteogenesis, stimulates bone formation and decreases the implications of osteoporosis, 
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as well as is associated with bone mineralisation of calcified tissues (Arokiasamy et al., 
2022; Liu et al., 2008; Marzban et al., 2019). 

Owing to the unique compositions of dolomite, this mineral has raised researchers' 
attention to biomedical applications. Moroccan dolomite has been used as the main 
precursor along with perlite/slag to produce akermanite bioceramic that has great mechanical 
properties with high formation of apatite layer, indicating its good biocompatibility and 
bioactivity performances suitable for bone tissue engineering (Arkame et al., 2023; 
Harrati et al., 2022). Moreover, the addition of calcined dolomite from Qingyang, China, 
associated with montmorillonite in the hydroxyapatite-based bone adhesive has improved 
its biocompatibility and degradation performance (Hu, Qu et al., 2024; Hu, Wang et al., 
2024). Apart from dolomite from various regions, Perlis dolomite exhibits promising 
potential for biomedical applications. Hossein Mohammadi et al. performed an investigation 
by using Perlis dolomite powder along with cockleshell and rice husk ash and successfully 
produced calcium magnesium silicate (CMS-akermanite) with a relative density of 93.50% 
and high flexural and tensile strength approximately about 22.16 MPa and 8.21 MPa, 
respectively which shown potential as bone graft substitutes in the non-load-bearing area 
(Mohammadi et al., 2020). 

Besides, the dolomite has also been used as a mineral filler in the Poly(ethylene-co-
vinyl acetate) composite to substitute the non-recyclable silicone elastomer in biomedical 
applications, and the findings showed that the dolomite has improved the mechanical 
performances, where the tensile strength and elongation at break of the copolymer matrix 
were enhanced (Fauzi, Osman, Alosime et al., 2022; Chong et al., 2021). These studies show 
that dolomite has significant potential as a biomaterial for various biomedical applications. 
Thus, heat treatment would be required on the dolomite minerals to achieve better structural 
properties and a high purity grade before further bioceramic production procedures, leading 
to great performances and responses in biomedical applications.

Heat treatment is an initiative through a controlled process involving thermal reactions 
to alter the initial properties of the material. The calcination process is one of the heat 
treatments carried out at a significantly lower temperature than its melting point for 
certain durations. Besides, the heat treatment process also aims to decarbonise the carbon 
content and remove any other insignificant compounds from the impurities apart from the 
materials. Technically, the ideal thermal decompositions of dolomite would be achieved at a 
temperature range from 700°C to 1000°C. The dolomite mineral could directly decompose 
completely and produce CaO and MgO at 1000°C (Vaganov et al., 2017). In addition, the 
decomposition of dolomite can also be divided into two phases where the applied heating 
temperature contradicts each other. 

According to Jablonski (2015), the first decomposition of the dolomite happened at 
low temperatures (below 700°C), where it forms MgO and CaCO3 while releasing CO2 
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gases. Meanwhile, the second decomposition of the CaCO3 at higher temperatures above 
700°C creates CaO and again releases the excess gases of CO2. This statement meets in 
agreement with Carlos et al., who have stated that the decomposition of dolomite can 
occur in two different approaches, which are full decomposition (one stage) and half 
decomposition (two stages) (Rodriguez-Navarro et al., 2012). The dolomite undergoes full 
decomposition upon the heat applied to the thermal reaction, as in Equation 1. Meanwhile, 
half of the decompositions are reported in Equations 2 and 3. The exact temperatures of 
the dolomite decompositions are not stated as they may vary in their scientific data. This is 
because the thermal mechanism of the dolomite minerals is poorly resolved and obscured 
(Rodriguez-Navarro et al., 2012; Shahraki et al., 2009) as the findings were varied and 
inconsistent, occasionally regarding different compositions of impurities in the dolomite 
carbonate from different quarry sources, followed with different experimental conditions 
applied during the decomposition process, including contrast atmosphere, heating rate, 
prevailing pressure of CO2, sample mass, size of crystal particle and more else (Jablonski, 
2015; Rodriguez-Navarro et al., 2012). Thus, Perlis dolomite powder may require a heat 
treatment process to subsequently proceed to the sintering process for the preparation 
of bioceramic samples to avoid samples cracking. This is because the applied sintering 
temperature may lead to thermal shock on the samples, which is caused by the sudden 
high temperature and excessive gas burn-off. 

MgCO3 → MgO + CO2 [1]

CaMg(CO3)2 → CaO + MgO + 2CO2 [2]

CaMg(CO3)2 → CaCO3 + MgO + CO2 [3]

CaMg(CO3)2 → CaCO3 + MgCO3 [4]

CaCO3 → CaO + CO2  [5]

According to previous literature, the physical, chemical and structural properties of 
dolomite are commonly changed by heat treatment and significantly affected by the source 
location of the dolomite mineral. Even though some research has been carried out on Perlis 
dolomite recently, the specific knowledge regarding its heat treatment properties, thermal 
decomposition, and reactions is still relatively limited compared to dolomite minerals in 
other countries. Therefore, heat treatment studies carried out on the Perlis dolomite are 
becoming crucial in determining this local natural resource's important properties and 
characteristics. Furthermore, the scientific discussion which correlates Perlis dolomite 
and the production of bioceramics is still not well-established, as this local mineral still 
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focuses on agriculture and construction industries. Thus, the novelty of this study lies in 
investigating the impact of the heat treatment process (1000°C for 4 hours) on local Perlis 
dolomite and reveals its suitability and potential as a promising material for bioceramics 
in biomedical applications. This study aims to characterise the raw Perlis dolomite powder 
for its physical, chemical, and structural properties and compare it with the heated Perlis 
dolomite (a post-heating treatment process has been implemented). The testing of samples 
includes X-Ray Fluorescent (XRF), Thermogravimetric Analysis (TGA) and Differential 
Scanning Calorimetry (DSC), Brunauer-Emmett-Teller (BET), X-ray diffraction (XRD) 
and Fourier transform infrared spectroscopy (FTIR).

MATERIALS AND METHODS

Material

The local quarry at Chuping supplied Perlis dolomite, and Perlis was used as it is in this 
study without sieving or any other mechanical processing. An annealing process was 
carried out to determine the effect of heat treatment on the properties of this dolomite. The 
initial dolomite powder with an average particle size distribution of 150 μm was heated 
in a muffle furnace at 1000 °C for 4 hours with a 10°C/min heating rate. The temperature 
set for the annealing process was chosen according to the previous researchers' literature 
study and the author's lab work findings. Then, the annealed powder was ground with a 
pestle and mortar to obtain uniform fine powder. The purpose of the heat treatment process 
is to decarbonise the carbon contents and decompose the main compound in this mineral. 
Other than that, it also aimed to remove moisture and organic impurities from the dolomite 
composition. The raw and heat-treated dolomite powders were then sieved under 150 μm 
to obtain uniform fine powders.

Characterisations of Raw and Heated Perlis Dolomite

Chemical compositions of the raw and heated Perlis dolomite were determined by the 
analysis via X-ray fluorescent (XRF) by Philips PANalytical MiniPAL 4 machine. For 
sample preparation, 10 g of powders with an average size of about 75 μm were pressed using 
a hydraulic machine to create pellets. The prepared pellet was loaded into the spectrometer 
chamber. The X-ray was emitted by operating the machine with the maximum voltage 
and current at 30 kV and 1 mA, respectively, for 10 minutes of pre-set duration. The data 
of the detected elements was analysed using MiniPal software. The thermal properties of 
the materials have also been studied using the Linseis Thermal Balances instrument for 
Thermogravimetric Analysis (TGA) and Differential Scanning Calorimetry (DSC). The 
powders with a sample mass of approximately 30 mg were placed in an alumina crucible 
and inserted into the furnace with heating temperature initiated from room temperature 
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up to 1200°C with a heating rate of 10°C/min under the flow of nitrogen at the rate of 
100 mL/min. Analysette 22 Next Nano (FRITSCH) was used to perform precise Laser 
Particle Size Analysis (LPSA) to characterise the grain particles' size distribution on the 
sample powders. It has used the measurement range within 0.01 μm to 3800 μm with the 
Fraunhofer diffraction theory to calculate the grain size distribution, where the entire grain 
particles were assumed to have a spherical shape (Houghton et al., 2024). 

Next, the surface area of the powders was analysed via Brunauer-Emmett-Teller (BET) 
analyser by Anton Paar for Nova. The analysis was implemented at room temperature with 
a thermal delay of 3 minutes. The adsorption of nitrogen gas, N2, was set at 77.35 Kelvin, 
and the samples were degassed in a vacuum condition for 90 minutes at 250 °C with a 
10 °C /min heating rate. The phase transformations and the crystallinity between the raw 
and heated dolomite were identified by X-ray diffraction (XRD) using the Test Instrument 
Machine Bruker D2 Phaser, German (2010). The powder samples were scanned using Cu 
Kα radiation at a wavelength of 1.5406 Å, operated under 40 kV voltage and 30 mA current 
for 10 minutes loading time with the angle diffraction of step-scanning was adjusted within 
10° to 80° (2θ) with step size of 0.02°. The obtained diffractograms were then analysed 
by X’pert Highscore Plus software to distinguish the formed phases and crystal structures 
in the powders that have matched peak positions and intensities with the crystallographic 
database's ICCD Powder Diffraction File (PDF). The Perkin Elmer machine was used 
to perform the Fourier transform infrared spectroscopy (FTIR) analysis to identify the 
characteristic bands of the functional groups that transform the dolomite powder following 
the applied heat treatment. For the testing preparation, each sample of raw and heat-treated 
dolomite powders was mixed with potassium bromide powder (KBr) with a dolomite to 
KBr ratio of 3:7 and then pressed into pellet form. The prepared pallet was scanned from 
450 cm -1 to 4000 cm -1 with 4 cm -1 resolution, and the transmission percentages of infrared 
radiation at each wavenumber were recorded.

RESULTS AND DISCUSSION

Chemical Composition Analysis

The chemical compositions of raw and heated dolomite analysed by XRF are shown in 
Table 1, where the weight composition was expressed in percentage of oxides. It showed 
that the raw Perlis dolomite was mainly composed of CaO and MgO, with 65.07% and 
23.1%, respectively. Na2O, Ag2O, and Al2O3 were also found to be 1.0% to 8.0%. Other 
minor compounds are found to be below 1.0%, such as Sc2O3, SiO2, SnO2 and others. It 
was found that the percentages for all chemical compositions were slightly changed after 
the heat treatment. CaO has reduced from 65.07% to 54.55% because CaO is more reactive 
with CO2 and tends to easily separate from the impurities and volatile substances from the 
dolomite during heat treatment. Meanwhile, the amount of MgO and Na2O has increased by 
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approximately 32% and 50%, respectively, as both compounds are less volatile due to high 
stability in thermal conditions and are able to maintain stability during the heat treatment. 
Since the carbonate contents decreased after the heat treatment, the remaining oxides with 
stable phases, such as MgO and Na2O, became more concentrated. They appeared higher 
in the XRF measurement regarding the overall mass reduction. The increase of Na2O 
contents after the heat treatment is suggested due to the applied thermal treatment that 
causes sodium ions to become more mobile and cause the sodium migration and diffusion 
on the material's surface, which leads to this compound being easily identified in the XRF 
detection. Subsequently, the percentages of the insignificant compounds have mostly 
decreased after the heat treatment. 

In addition, the loss of ignition (LOI) of both samples in a vacuum was consistently 
about 10%, where these low values were considered an accurate measurement and precise 
detection of light elements in the samples. In contrast with most of the studies, the LOI 
of the dolomite was measured under the heat treatment temperature applied (maximum 
at 1000°C) and has a higher value around 40%–50%, which leads to decomposition of 
the carbonate contents and volatile substances and causes the increasing LOI (Dursun & 
Coşkun, 2020; Khashbaatar et al., 2022; Khoshraftar et al., 2023; Resio, 2023; Srinivasan 
et al., 2020). Yang et al. (2024) have mentioned that the low LOI is attributed to a few 
thermal decompositions on the resulting products.

This result shows that the heat treatment process has an average effect on the chemical 
composition of Perlis dolomite. Apart from that, the raw and heated Perlis dolomite is 
free from hazardous compounds, has zero toxicity and is safe for bioceramic production. 
Plus, the dominant compounds in the dolomite, which are CaO and MgO, were already 
common and mostly used as precursors in bioceramic production since they are able to 
play vital roles in biomedical applications. Comprehensively, the CaO is the main source 
of calcium in the matrix of human bone, teeth and skull (Fiume et al., 2020). Meanwhile, 
the MgO promotes bone growth modulation, repairs and regenerates bone tissues, assists 
in osteoblast proliferation, mineralises calcified tissue, and performs bone metabolism 
activity (Arokiasamy et al., 2022; Fiume et al., 2020; Nabiyouni et al., 2018).

Table 1 
Chemical compositions of dolomite by XRF analysis
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Thermal Analysis 

The thermal properties of the dolomite powder were carried out from room temperature 
to 1200°C, as TGA and DSC illustrated in Figure 1. Based on Figure 1(a), TGA curves 
of raw dolomite show a significant mass loss process with the total mass loss at 50.24% 
in the range of 423°C to 844°C. It is expected that mass loss will occur during the heat 
treatment process due to the decomposition of carbonates, water and organic matter. The 
major mass loss was attributed to the decomposition of carbonate contents from the raw 
dolomite by releasing CO2 gases at an increasing temperature. The decomposition of 
raw dolomite between 500°C and 800°C has created high heat-resistant compounds CaO 
and MgO (Harrati et al., 2022). This result indicates that the raw Perlis dolomite powder 
requires a high annealing temperature of up to 850°C to eliminate the volatile or organic 
substances, similar to the findings by Shahraki et al. (2009). The constant slope of the TGA 
curve at the temperature above 840°C indicated the absence of any decomposition, which 
could support the sintering process at high temperatures over 900°C (Hafriz et al., 2018). 

Meanwhile, the TGA curve of heated Perlis dolomite still shows multiple stages of 
mass losses due to residues and impurities being removed from the sample. However, 
for the heated dolomite powder, an apparent mass loss occurred approximately twofold 
lower than the value measured for the raw dolomite. The total mass loss was reduced 
by 24.98%, and no more significant mass loss was observed after 750°C. These results 
suggest that the heated dolomite has reached partial decomposition to form primary CaO 
and MgO compounds (during heat treatment) and that longer heating time is needed. The 
heat treatment process is suspected of readily activating the dolomite powder, lowering 
the decomposition and phase transformation temperature, and making it more reactive 
during heating than raw dolomite. Also, improper packing of the heated dolomite would 
be another factor for the small mass loss that occurs below 400°C, which is affected by 
the moisture contents. 

Meanwhile, the mass loss above 400°C is due to the decomposition of the residue 
of calcite into pure CaO and organic matter, which agrees with the exothermic reactions 
on DSC curves. This result also indicates that the heated dolomite has greater thermal 
stability when applied at high temperatures compared to the raw dolomite. In order to 
achieve complete decarbonisation, decomposition, and phase transformation of raw 
dolomite powder, it is suggested that the heat treatment process be set to a longer soaking 
time of more than 4 hours. Besides, fine-sized particles of the powders normally promote 
good decomposition due to more exposure to heat on the surface area, which allows the 
carbonates to break down easily from the mineral. Complete heat treatment is important 
to avoid any gaseous burn-off during a powder sintering process, which can lead to 
deterioration of mechanical properties, thus causing cracking and fracture to the sintered 
bodies of the ceramic sample.
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Figure 1(b) presents the analysis of DSC curves of the raw and the heated dolomite. The 
curve of raw dolomite displayed two stages of thermal reactions, which are endothermic and 
exothermic. The endothermic peak sharply at 706.2°C indicated the thermal decomposition 
of calcite, CaCO3 into CaO and CO2 (C. Li et al., 2024; Zhang et al., 2017). Besides, it 
also could have occurred due to the thermal decomposition of Ca(OH)2 resulting from the 
reaction between CaO and moisture content (Mandrino et al., 2018). The energy absorbed 
during this reaction reached 173.98 J/g. Then, two exothermic reaction peaks at 816.2°C 
and 825.4°C with a negative enthalpy of 152.09 J/g were attributed to the crystallisation 
of MgO and CaO, respectively. Next, the DCS curve of heated dolomite exhibits three 
obvious exothermic reactions, which agree well with the results discussed on TGA. The first 
exothermic peak at 319.4°C to 366.7°C was due to the crystallisation of small amounts of 
calcite from the raw dolomite. Next, both exothermic peaks shifted to an earlier temperature 
than the raw dolomite curve. The peak at 419.8°C to 496.9°C was due to the crystallisation 
of MgO and the decomposition of organic matter. Meanwhile, the last exothermic peak was 
due to the crystallisation of the calcite into pure CaO. This is because the raw dolomite has 
released more energy during the crystallisation process at high temperatures. 

In the end, the heated dolomite powder consisted of a few residues that could crystallise 
at lower temperatures by involving the discharge of slight energy to create better thermal 
stability with steady reactions towards heat applied. The significant exothermic reactions 
by the heated dolomite promote favourable crystallisation with other precursors during 
a sintering process. This is because the exothermic reaction assists in the cross-linking 
between the components, forms a better crystalline structure and leads to stronger and solid 
materials in terms of their mechanical strengths. From these results, it has been shown 
that thermal treatment through heat treatment on the dolomite mineral is compulsory to 
provide high thermal stability and a high purity grade of powder. It shows that the applied 
heat treatment on the raw dolomite is able to decompose most of the organics, impurities, 

Figure 1. (a) TGA and (b) DSC curves of raw and heated dolomite
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carbonates, and moisture from the mineral powder. Besides, the heated dolomite's constant 
slope after 750°C indicates thermal stability, whereas the raw dolomite required higher 
temperature up to 900°C.

Surface Area Analysis

Figure 2 presents the BET analysis by N2 adsorption-desorption isotherms on the raw 
and heated dolomite. This specific surface area analysis is important and beneficial for 
dolomite powder. Technically, the raw material obtained from the local dolomite quarry is 
already in fine milled form, and this powder was used as it is. In addition, the processing 
of bioceramic by solid state sintering is commonly involved in the use of fine powder for 
the process and the preparation of samples, and it is rarely executed by using bulk or solid 
rock form. In the case of possible future work using this fine milled dolomite powder 
for bioceramic sample preparation, the porous characteristics of this mineral need to be 
clarified. Besides, the surface area, size, and pore volume of raw dolomite powder definitely 
affect the structural, morphological, and strength of the bioceramic. Hence, performing 
specific surface area analysis on this dolomite powder is important. The entire isotherm 
curves were categorised in type IV according to the IUPAC classification, which indicated 
the presence of mesoporous in the internal structure of the powders (Algoufi et al., 2017) and 
hysteresis loops commonly caused by H2 (Chen et al., 2019). The results demonstrated that 
the heated dolomite has extremely high volume adsorbed during adsorption and desorption 
conditions compared to the raw dolomite. It shows that the N2 adsorption of the capacity 
by the heated dolomite powder was a slackening increase at low pressure and displayed 

Figure 2. N2 adsorption-desorption isotherms and pore size distribution of raw and heated dolomite
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an expedited increase during P/P0> 0.8. A study by Chen et al. (2019) has proclaimed 
that it happened due to the mesoporous formation with size particles around 4 nm based 
on the pore size distribution curves. Besides, high partial pressures are required in the 
N2 adsorption due to the pore constrictions of the powder at the large pore diameter. The 
results show that the calcined dolomite has high adsorption performance and bioceramic 
production potential. This is because high adsorption performances are preferable mainly 
for protein adsorption, drug delivery, and bone growth factors to recover rapidly.

The findings on the specific surface area, pore volume and average pore diameter of 
Perlis raw dolomite and heated dolomite are summarised in Table 2. It shows that the heat 
treatment at 1000°C has increased the value of the specific surface area up to 13.3790 
m2/g, which is twenty times larger than the raw dolomite, which meets agreement with 
most studies (Kamarzamann et al., 2022; Hafriz et al., 2018; L. Li et al., 2024). The drastic 
increase in the surface area found for calcined dolomite is because the heat treatment process 
on the dolomite powder released CO2 and removed volatile substances and organic matter, 
apart from the material, and created porous structures of CaO-MgO particles. The dense 
and well-packed crystalline structure of the raw dolomite has changed to higher porosity, 
followed by an increase in surface area after the heat treatment due to the crystal breakdown 
and loose bonds between the CaO and MgO particles. Subsequently, the size of the particle 
reduces with the increasing surface area. Besides, the heat treatment process has increased 
the pore volume and reduced the pore diameter average with values of 0.0438 cm3/g and 
14.1556 nm, respectively. It has been assumed that the increase in surface area and pore 
volume after the heat treatment was attributed to the large formation of CaO and MgO 
in the powder and the elimination of undesirable impurities, followed by other volatile 
contaminants (Algoufi et al., 2017; Hafriz et al., 2018). Meanwhile, a slight reduction in 
average pore diameter was due to the decomposition of carbonate contents and the release 
of CO2 gases during the heat treatment process (Hafriz et al., 2018). The higher value 
in the specific surface area, pore size and larger pore volume can promote a significant 
improvement in adsorption performances (Kamarzamann et al., 2022). Besides, the larger 
specific surface areas also improve bioactivity performances, have excellent mechanical 
properties, and control degradation as intended to complement human cancellous bone. 
Thus, it can be supported that calcined dolomite can be used as an alternative material in 
bioceramic production for bone tissue engineering applications. 

Table 2  
Pore characteristics of raw and heated dolomite

Samples BET surface area (m2/g) Pore volume (cm3/g) Average pore diameter (nm)
Raw dolomite 0.6010 0.0023 15.3193
Calcined dolomite 13.3790 0.0438 14.1556
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Phase Transformation Analysis

Figure 3 displays the phase transformation of raw and heated dolomite. Figure 3(a) shows 
that the XRD pattern of raw Perlis dolomite was mainly formed by calcium magnesium 
carbonate, CaMg(CO3)2 phase, with a crystal system of hexagonal structure. The phases 
of CaMg(CO3)2 (JCPDS file no. 01-081-8227) occurred at the most intensified peak 
located at 31.148° and nearly entire peaks in the diffractogram of Perlis dolomite, which 
is similar to previous studies. (Abdullah et al., 2021; Sompech et al., 2016). Furthermore, 
the minority of the peaks in the diffractogram of raw Perlis dolomite were assigned to 
the phases of calcium magnesium silicate, CaMgSi2O6 (JCPDS file no. 04-008-8060) and 
sodium aluminium silicate, NaAlSi3O8 (JCPDS file no. 04-021-1621), where the crystal 
structures of the phases were monoclinic and anorthic, respectively. 

Figure 3(b) presents the diffractogram of heated dolomite that demonstrated apparent 
changes in the XRD patterns because of the phase transformation after the heat treatment. 
The phases of CaMg(CO3)2 from raw dolomite have decomposed into some single phases 
individually, where most of the significant peaks were accredited by cubic structures of 
CaO (JCPDS file no 04-005-4398) and MgO (JCPDS file no 04-016-2776) phases. This 
result proved that the primary constituents of the heated dolomite were CaO and MgO, 
which were similar to the findings from Abdullah et al. (2021). The CaO phases were 
observed at 32.508°, 37.642° and 54.166° while the MgO phases were at 43.184° and 
62.564°. Moreover, there were also found in the heated dolomite powder, involving sodium 
oxide, NaO2 (JCPDS file no 04-005-4449), calcium silicon oxide, Ca3SiO (JCPDS file no 
04-021-0148), aluminium, Al (JCPDS file no 04-014-0129) and silica, SiO2 (JCPDS file 
no 04-015-7161). These phases, formed in the heated dolomite, correspond well with the 
previous results and discussions made for the XRF analysis. 

According to the phase analysis, it can be highlighted that the heat treatment at 1000°C 
is particularly required and sufficient to allow the transformation of dominant carbonate 
phases of raw dolomite, CaMg(CO3)2 into more significant and more stable CaO and MgO 
phases in the heated Perlis dolomite powder. This statement can be supported by the findings 
from Abdullah et al. (2021) where the phases of dolomite showed significant changes at 
800°C and 1000°C, while no apparent changes were found at 400°C and 600°C. Therefore, 
the phase transformation of this Perlis dolomite is found to be equivalent and develops the 
thermal decomposition and reaction mechanism, as shown previously in Equations 1 to 5. 
The heat treatment on the raw dolomite powder is able to change the phase transformation 
of the main compound of the dolomite carbonate matrix into CaO and MgO phases because 
of the high thermal energy that breaks the bonds between the chemical atoms in the dolomite 
structures (Ramli et al., 2022). Therefore, the formed phases of CaO and MgO after the 
heat treatment have arisen and affirm the potential and positive perspective for producing 
bioceramic-based material, especially for calcium and magnesium-based bioceramics. 
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These phases have been manifested to be significant and play a crucial part in biomedical 
applications, especially in the practices of bone engineering tissues (Choudhary et al., 
2015; Collin et al., 2021; Zadehnajar et al., 2021). 

 

Figure 3. Diffractogram of (a) raw dolomite and (b) heated dolomite

Functional Group Analysis

Figure 4 illustrates the infrared spectral band of raw and heated Perlis dolomite. For raw 
dolomite, an outstanding and wide asymmetric stretching band at 1421 cm-1, narrow bending 
bands around 875 cm-1 and 726 cm-1 have proved the existence of complex carbonate 
mineral group proportional with the v3, v2 and v4 vibration modes of (CO3)2- groups (Harrati 
et al., 2022; Shahraki et al., 2009) which incorporates with CaO and MgO compounds 
as its prime absorption components in the dolomite (Abdullah et al., 2021). The intense 
bands at 668 cm-1 and 3642 cm-1 were attributed to the appearance of CaOH bonds in the 
raw dolomite powder. Meanwhile, the weak bands at 875 cm-1, 1005 cm-1 and 1080 cm-1 
indicated the Si-O vibration bond, which affirmed the statement of silicate occurrence as 
the small impurities in the raw dolomite as found in the chemical composition analysis 
(Mohammed et al., 2013). Moreover, the band at 2895 cm-1 represented organic matter 
(C-H bond), while the bands at 3400 cm-1 and 3875 cm-1 were distinguished as stretching 
bonds of O-H caused by the moisture contents in the carbonates of dolomite (Buyang et 
al., 2023; Harrati et al., 2022; Kurtulbaş et al., 2020).

According to the FTIR spectrum analysis of heated dolomite, the heat treatment 
does not cause any apparent changes compared to the raw dolomite, but there were a 
few transmission bands that have decreased or disappeared (Resio, 2023; Yuliya et al., 
2023), and there was also the formation of new peaks observed. The complex bonds of 
raw dolomite at 1421 cm-1 turn into a sharp band after the heat treatment introduces the 
decomposition of dolomite, CaMg(CO3)2, into CaO and MgO formation in the heated 
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dolomite powder. This is because the broad band of raw dolomite with overlaying 
vibrational modes has decomposed into simpler oxide bonds caused by the applied thermal 
decomposition. Besides, the bond segregation between the main absorbing functional 
groups of the carbonates from raw dolomite (CO3)2- has caused the low concentration of 
carbonate ions subsequently confronted by the concentration of CaO and MgO, which 
lessens the carbonate intensities and causes the formation of the new peak exhibiting the 
oxide compounds in the heated dolomite powder. The strong and intense bands at 3642 
cm-1 and 3694 cm-1 existed after the heat treatment, particularly due to Ca(OH)2 formation 
from the hydroxyl bonds (Abdullah et al., 2021; Shahraki et al., 2009). 

This spectral band transformation introduces the decomposition of the carbonate group 
of dolomite into the oxide compounds of CaO and MgO. The weak bands at the range of 
875-1080 cm-1 have merged together to create a strong band indicating the presence of 
silica, Si-O bond as an impurities substance in the dolomite in the form of silicates vibration 
mode (Abdullah et al., 2021). The reduced intensity of the bands at 2895 cm-1 and 2510 
cm-1 in the heated dolomite was assigned as the residue of the C-H stretching bonds from 
organic matter and O-H stretching bonds from the hydroxyl groups, respectively. The 
insignificant presence of H-bonds can be decomposed completely with high temperatures 
during the sintering process during bioceramic production. It has been clarified by Shahraki 
et al. that there is a tendency for the formation of bioceramic, which is wollastonite, due 
to the decomposition between calcite and quartz in the dolomite mineral after heat treated 
at 950°C, where its bands centred at 1005 cm-1 and 1080 cm-1 (Shahraki et al., 2009).

This result shows that the raw dolomite assigned to the changes occurred on the 
functional groups of Perlis dolomite after the heat treatment. The heat treatment has 
segregated the functional group of dolomite matrix bonds by decomposing the carbonate 

Figure 4. FTIR spectrum of raw and heated dolomite
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groups and creating CaO and MgO bonds individually. In addition, it also showed the 
existence of hydroxyl groups in the heated dolomite, as they were important in enhancing the 
absorption performance, especially for bioceramic production purposes. Hydrogen bonds 
have significant roles in interacting with biological tissues, providing biocompatibility 
reactions and accelerating cell proliferation and tissue growth in bone tissue engineering 
applications. Thus, Perlis dolomite with applied heat treatment has very good potential as 
the main precursor and is suitable for use in the production of bioceramics.

CONCLUSION

The investigation of the effect of the heat treatment process on the Perlis dolomite was 
completed, and the objective was successfully achieved. It can be summarised that the 
heat treatment process done on the raw dolomite at 1000°C for 4 hours had a significant 
impact and made significant changes to the physical, chemical and structural properties of 
Perlis dolomite. However, this process is partially decarbonised, and the dolomite phase 
has been decomposed into multiple oxide phases. The heat treatment process is proposed 
to be extended to more than 4 hours to complete the reaction. The heat-treated dolomite 
was very suitable and has potential as a main precursor for bioceramic production. The 
dolomite was predominated by CaO and MgO, vital in bone tissue engineering applications. 
The heat treatment at 1000°C for 4 hours, as carried out in this study, is necessary and 
has shown significant positive impacts on the Perlis dolomite powder. The utilisation of 
dolomite in bioceramic production should be explored widely to maximise its potential.
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ABSTRACT 
Microscopic image examination is essential for medical diagnostics to identify anomalies using cell 
counts based on morphology. Sickle Cell Disease (SCD) is an inherited blood condition characterized 
by defective hemoglobin, leading to severe anemia and complications. Detecting sickle cells in 
blood smears is essential, but the presence of White blood cells (WBCs) and platelets often leads 
to miscounting as they are classified incorrectly as red blood cells (RBCs). This study proposed an 
approach for segmenting WBCs and platelets by resembling the human color recognition process 
to differentiate the regions for accurate identification. First, the RGB color space is converted to 
RG chromaticity to locate WBCs and platelets with high pixel chromatic variance. Parametric 
segmentation is applied to the RG chromaticity images to identify the appropriate chromaticity 
channel for segmentation based on probability distribution values. The optimal threshold values 
have been determined using Particle Swarm Optimization (PSO) by dynamically narrowing the 
search space using values obtained through manual experimentation ranging from 0.001 to 1. This 
systematic process effectively identifies and segments platelets and WBCs, ensuring that overlapping 
platelets and WBCs are accurately segmented. Compared to state-of-the-art techniques, the proposed 
approach achieved an accuracy of 96.32 %, 96.97% for sensitivity, 96.96 % for precision and 97.46% 
for F- score in the pixel-wise segmentation of WBCs and platelets.

Keywords: Chromaticity, parametric segmentation, 
particle swarm optimization, platelets, sickle cell 
disease, white blood cells 

INTRODUCTION

Sickle cell disease (SCD) is an inherited 
blood disorder characterized by abnormal 
hemoglobin. This arises when the two 
aberrant genes are inherited from both 
parents, leading to the synthesis of 
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hemoglobin S, which is mainly in charge of the development of irregular red blood cells 
(RBCs). These abnormal RBCs have difficulty carrying oxygen and get stuck in blood 
arteries, which can result in many problems, including organ damage, infections, and pain. 
Because of the significant frequency and serious health effects of hemoglobinopathies 
worldwide, SCD detection and diagnosis are essential (Alzubaidi, Fadhel, Al-Shamma et 
al., 2020). SCD national incidence rate was stable between 2000 and 2021; however, the 
number of newborns with SCD has risen by 13.7% globally due to population growth in 
the Caribbean, western, and central sub-Saharan Africa. In 2021, the number of patients 
with SCD increased by 41·4% worldwide. India accounts for 14.5% of infants born with 
SCD, approximately 42,000 per year, ranking second after sub-Saharan Africa. The quality 
of life of an individual with SCD can be improved through early diagnosis for disease 
management. Hematologists examine blood samples under a microscope for diagnosis; 
this is a time-consuming approach that is subject to errors caused by humans (WHO, 
2011). Manual blood smear analysis becomes more difficult due to a difference in cell 
sizes, shapes, boundaries, and placements, which also challenges screening for the disease. 
Recent advances in Artificial Intelligence and Machine Learning (ML) have increased 
recognition and accuracy for diagnosis. Automated equipment assists pathologists and 
medical professionals in accurately identifying anemia (Acharya & Prakasha, 2019).

Conventional Methods for SCD Identification

SCD has been classified and segmented using different image processing and machine 
learning techniques (Das et al., 2019). The Circular Hough Transform (CHT) has been 
used to differentiate between sickle cells and normal RBCs. A fuzzy inference system 
(FIS) was used together with CHT to differentiate cells and extract the red component. Cell 
identification and counting have been determined using morphological descriptors, form 
factors, and gradient-based watershed transformations. Parvathy et al. (2016) analyzed 
compactness and shape using Otsu's technique and watershed segmentation. Sharma et 
al. (2016) used marker-controlled watershed transformations to distinguish erythrocytes 
and K-nearest neighbors (KNN) for classification, whereas Acharya and Kumar (2017) 
used the K-Medoids approach for erythrocytes segmentation and classification. Neural 
networks were used by Elsalamony (2017) to classify anemia and Chy and Rahaman (2018) 
trained a Support Vector Machine (SVM) with several indicators for SCD classification. 
Many classification methods, such as SVM, Extreme Learning Machine (ELM), and KNN 
classifiers have been used to distinguish and categorize sickle cells and normal cells (Chy & 
Rahaman, 2019). Existing approaches concentrate on normal and sickle cell categorization 
and do not consider the presence of WBCs and platelets in blood smear images. WBCs can 
be misclassified as RBCs, whereas clustered platelets are often confused with sickle cells. 
Therefore, enhanced WBC and platelet extraction techniques are necessary to provide an 
accurate diagnosis.
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Deep Learning Methods for SCD Segmentation

Deep learning (DL) methods, such as Recurrent Neural Networks (RNNs) and Deep CNNs, 
are efficient in medical image data classification (Ker et al., 2017). Convolutional Neural 
Networks (CNNs) have achieved 86.34% and 87.50% accuracy in RBCs classification 
(Alzubaidi, Al-Shamma et al., 2020; Xu et al., 2017). DL models require large training 
datasets to obtain optimal results. Khalaf et al. (2017) used three RNN architectures, 
whereas Zhang et al. (2018) used a U-Net technique for RBC segmentation. The pre-trained 
InceptionV3 model extracted 2048 deep features for sickle cell identification (Alagu et al., 
2023). An enhanced wrapper-based feature selection approach employing multi-objective 
binary grey wolf optimization (MO-BGWO), KNN, and SVM was utilized to classify 
features. The SVM classifier achieved 96% accuracy, which increases system performance. 
Deep learning techniques depend on well-chosen models and are affected by cell size, color, 
and form differences. Recent developments in deep learning have shown its potential to 
address these issues by accurately differentiating normal and sickle-shaped cells based 
on their features. However, these techniques have difficulty counting sickle and healthy 
erythrocytes because the present studies do not focus on removing platelets and WBCs 
from sickle blood smear images, which is essential for cell counting. Deep learning needs 
the annotation images for the segmentation model, but the dataset does not contain the 
annotation images. Therefore, the WBCs and platelets for automatic segmentation need 
to be annotated using a DL-based model for the enhanced process.

Conventional Methods for WBC and Platelets Segmentation

In medical image processing, identifying WBCs is an important area of study. Several 
researchers have investigated and developed methodologies that leverage deep-learning 
models and image-processing algorithms to improve WBC detection and classification 
(Alzubaidi, Fadhel, Oleiwi et al., 2020). WBC segmentation has been studied using several 
approaches, each with its merits and cons. Certain methods concentrate on segmenting the 
nucleus or cell (Tosta et al., 2015); however, other methods consider segmenting the nucleus 
and cytoplasm (Sarrafzadeh & Dehnavi, 2015). Threshold-based segmentation remains 
one of the easiest and most popular approaches, whether alone or in combination with 
other strategies. Makem and Tiedeu (2020) employed HSV and CMYK color space color 
components fused for WBC nuclei identification using adaptive fusion based on principal 
component analysis. (HSV and CMYK color space color components fused for WBC nuclei 
detection using adaptive fusion based on principal component analysis. Garcia-Lamont et 
al. (2021) proposed a method for segmenting WBC nuclei using high chromatic variation 
in hue components and classifying the cells using unsupervised neural networks. WBC 
is segmented based on human color discrimination through principal component analysis 
in HSV, RGB, and L*a*b* spaces which contain chromatic variation by hue extraction 
without complex mathematical computations (García‐Lamont et al., 2022). 
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Clustering-based segmentation is used to extract WBCs from microscopic images. 
Tavakoli et al. (2021) proposed a method for segmenting nuclei that combines a balanced 
color technique with Otsu's thresholding algorithm. The convex hull of the nucleus was then 
used to detect the cytoplasm, and the SVM was used for classification. Kaur et al. (2016) 
developed an automated platelet counting method that employs the CHT on microscopic 
blood images. Their approach was based on platelet size and shape properties, resulting in 
a 96% accuracy. Cruz et al. (2017) proposed an image analysis framework for segmenting 
and counting the complete blood count (CBC). Their approach achieved more than 90% 
accuracy by combining HSV thresholding, linked component identification, and statistical 
analysis of microscopic blood images. Traditional approaches fail to achieve adequate 
results due to their variable lighting conditions. State-of-the-art approaches predominantly 
concentrate on segmenting WBCs and platelets separately rather than combining them in 
the same study. Traditional processes have limitations and highlight the requirement for 
improved methodologies to address such challenges with superior precision. Therefore, 
an individual approach for segmenting WBCs and platelets from blood smear images is 
essential for improving the precision and effectiveness of medical image analysis.

Deep Learning-based Methods for WBC and Platelets Segmentation

Deep learning (DL) based segmentation can be classified into instance and semantic 
segments. Instance segmentation detects individual cells, whereas semantic segmentation 
uses an identical mask for each region of interest (ROI) in a single image to differentiate 
objects based on pixel-level categorization. The most commonly used network for 
classifying and segmenting images is CNN. It uses a deep CNN with multiple variables 
trained on a larger dataset to obtain effective outcomes with deep learning models. Deep 
learning models are difficult to train on medical datasets because of limited data size; 
therefore, pretrained models are often used to overcome this limitation. Khouani et al. 
(2020) utilized various CNN architectures for segmenting WBC, including VGG-16, 
VGG-19, ResNet-50, ResNet-101, and Inception-v3. ResNet-50, optimized with the 
Adam optimizer, achieved the highest test accuracy of 95.73%. CNN and pre-trained 
CNN models are utilized to classify and segment WBCs and platelets process (Anand et 
al., 2024; Ozcan et al., 2024; Saidani et al., 2024). Ground-truth annotations are essential 
for the accurate and complete evaluation of deep-learning-based segmentation techniques. 
Thus, the assessment is based on how precisely and effectively the model identifies regions 
of interest in medical images. However, the SCD dataset does not contain annotations for 
WBCs and platelets, making deep learning for segmentation inadequate for this application. 
This study introduces a method for obtaining accurate ground-truth annotations of WBCs 
and platelets, which enables effective analysis to assist the segmentation process.
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Optimization-based Approaches for Medical Image Segmentation

Optimization-based techniques have gained significant attention for enhancing medical-
image segmentation (Wang et al., 2021; Farshi et al., 2020). These methods aim to optimize 
and fine-tune the segmentation algorithms (Shang et al., 2020). Optimization techniques 
increase the accuracy and efficiency of segmentation algorithms (Shi et al., 2023; Khosla 
& Verma, 2023). Existing studies examine classical optimization, metaheuristics, and 
machine learning-based techniques (Narayana et al., 2022; de Albuquerque et al., 2020; 
Shehab et al., 2020) with a focus on parameter modifications to minimize segmentation 
issues and enhance overall performance. PSO is a swarm intelligence-inspired optimization 
approach widely used in image analysis (Zhang & Lim, 2020; Mandave & Patil, 2023). 
PSO is effective at addressing complicated, multidimensional problems (Eisham et al., 
2023) and is used for feature selection (Kavitha & Chellamuthu, 2019), image registration 
(Sarvamangala & Kulkarni, 2019), segmentation (Kate & Shukla, 2020; Chakraborty et 
al., 2019), classification (Singh et al., 2025) and object tracking (Öztürk et al., 2020). 
PSO effectively examines search regions while reducing local optima, making it a great 
selection for image analysis. PSO enhances medical image segmentation by determining 
optimal image segments based on global and local features (Vijh et al., 2020; Shehanaz et 
al., 2021). The versatility and ability of PSO to solve issues make it an excellent tool for 
image-processing researchers (Nayak et al., 2023; Dhal et al., 2019). The study proposed 
by de Albuquerque et al. (2020) expanded the significance of PSO to medical image 
segmentation by employing its ability to navigate complicated search areas. PSO is well 
suited for dealing with medical imaging difficulties such as noise, uneven lighting, and 
complex structures (Guo et al., 2023). 

The proposed study uses PSO to improve the accuracy of medical image segmentation, 
primarily for WBCs and platelets in blood smear images. The study improves segmentation 
by combining PSO and color space approaches. The contributions of this study are as 
follows:

 • Identification of a suitable color space for WBCs and platelets segmentation in 
peripheral smear images

 • WBCs and platelets were methodically detected using the RG chromaticity approach, 
with target regions distinguished using parametric segmentation

 • Determine the best chromaticity channels for WBC and platelet identification by 
conducting a comparative examination of the channels

 • Particle Swarm Optimization (PSO) was used to construct probability distribution 
values and optimize the search space for segmentation

 • Accuracy of 96.32% on the erythrocyteIDB dataset, demonstrating the efficient results 
for segmentation
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MATERIAL AND METHOD

The proposed approach segmented the platelets and WBCs by combining PSO with image 
chromaticity. It determined a significant color space, identified regions similar to those 
of WBCs and platelets, selected the optimal chromaticity channel for segmentation, and 
applied PSO-based threshold optimization. Figure 1 shows the entire process of segmenting 
WBCs and platelets.platelets. 

 

      
Figure 1. Overview of the Proposed PSO-based segmentation approach  
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Identification of WBCs 
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Figure 1. Overview of the Proposed PSO-based segmentation approach for WBCs and platelets 
segmentation

Identification of Suitable Color Space for WBC and Platelets Detection 

This study employed the ErythrocytesIDB1 dataset for a comprehensive analysis. The 
color space of an image is primarily selected for the segmentation of WBC and platelets. 
This has different chromatic properties from RBCs. However, selecting the appropriate 
color space is essential to reduce the influence of the color space for WBC and platelet 
identification. Blood smear images have color variations because of the staining, lighting 
conditions, and external characteristics (Fitri et al., 2017). The images were reduced to 
256 * 256 to standardize the image analysis and the color range was normalized using the 
min-max method (Juliet et al., 2015; Patro et al., 2015). Noise in the images was eliminated 
using a nonlocal mean (NLM) filter which was selected for its ability to reduce Gaussian 
noise (Buades et al., 2005). Based on the literature, RGB, HSV, and Lab color spaces were 
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employed to identify and segment WBCs and platelets. Hue saturation value (HSV) and 
Lab color spaces are often used for image analysis; however, RGB (red, green, and blue) 
is still widely used in digital images because of its correspondence with human perception. 
Figure 2 shows an image of the different color spaces affecting blood cells.

cells. 

 

 

 

 

 

 

 

   
(a) (b) (c)

Figure 2. Image representation in different color spaces. (a) RGB color space image; (b) HSV color space 
image; (c) Lab color space image

WBCs and platelets differ in staining characteristics from RBCs, and it was used to 
differentiate between them. WBCs typically have a pink to purple color because of their 
nuclei while platelets are smaller with purple color due to the cytoplasmic granules (Imron 
& Fitri, 2019). Purple staining in the smear images differentiates WBCs and platelets in 
RGB color space 2(a), enabling accurate identification across numerous areas. WBCs and 
platelets are difficult to identify in HSV color space 2(b) because the color regions are 
not easily distinguished from the human eye. This limitation affects the identification of 
sickle cells because it affects RBC texture. Similarly, identification is difficult in Lab color 
space 2(c) because of the distortion of the background hues. The proposed technique uses 
the RGB color space to identify platelets and WBCs in smear images by maintaining the 
shapes and textures of the RBCs.

Identification of WBCs and Palettes from Blood Smear Images 

Ground truth annotations are required for segmentation tasks to accurately identify regions. 
However, labeled data are unavailable in this study; therefore, WBC and platelet areas 
need to be identified prior to segmentation. The RGB color space was selected for such 
purposes because it is well suited for discriminating between those regions; however, 
there are limitations in the representation of luminance and brightness, which affects 
the analysis. This limitation was addressed by converting the RGB color space into a 
chromaticity format. These chromatic characteristics were separated from the intensity, 
mimicking human analysis. This is because chromaticity is independent of intensity, as 
demonstrated by the CIE 1931 xy chromaticity diagram (Sharma, 2017) that converts 
colors into 2D chromatic coordinates. Luminance-normalized images were determined 
by normalizing the RGB value to provide (x, y) coordinates on the chromaticity diagram, 
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representing decreasing brightness. The red (r) and green (g) channels are normalized for 
RG chromaticity conversion using Equations 1, 2, and 3.channels are normalized for RG chromaticity conversion using Equations 1, 2, and 3. 

r =
R
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g =
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The normalized red chromaticity component r removes the impact of brightness, 
whereas the normalized green chromaticity component g provides color as a relative 
proportion rather than an absolute intensity. Equation 3 sums R, G, and B as the overall 
intensity, reducing by removing illumination variations, enabling r and g to accurately 
express chromaticity and minimize dimensionality while maintaining the critical aspects 
of color (r and g). RG chromaticity separates chromaticity information, which improves 
color analysis and visual perception, allowing for the better identification of WBCs and 
platelets. Figure 3 shows the chromaticity distribution of an image, where the source 
image and chromaticity diagram of the source images are displayed in 3(a) and 3(b), and 

WBCs and platelets, which enables accurate differentiation. 

 
Figure 3. Chromaticity distribution and mapping of an image: (a) WBC and platelets highlighted in  

  
(a) (b) 

(c) (d) 

Figure 3. Chromaticity distribution and mapping of an image: (a) WBC and platelets highlighted in pink to 
purple color in RGB color space; (b) Chromaticity of RGB color space; (c) Chromaticity map of RGB color 
space; (d) RG chromaticity map
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the chromaticity map and RG chromaticity image are shown in 3(c) and 3(d), respectively. 
Algorithm 1 entails finding the target regions based on the RG Chromaticity pixel density 
distribution. The RG chromaticity diagram provides significant chromatic variation in 
WBCs and platelets, which enables accurate differentiation.

Parametric Segmentation Approach for WBC and Platelets Segmentation

This study identified and segmented WBCs and platelets from blood smear images using 
a parametric segmentation technique (Zhou & Liao, 2022). Because intensity-based 
thresholding approaches are extensively used for segmentation, the proposed methodology 
is based on chromatic characteristics. Therefore, standard threshold values are not 
particularly beneficial. The PS approach divides target areas into a binary mask by utilizing 
the optimal distribution value. Determining an appropriate threshold value is difficult 
since different distribution values could provide a binary mask separating foreground 
and background areas. The PS approach uses a Gaussian distribution to detect WBCs and 
platelets from RG chromaticity images by concentrating on the region of interest where 
pixels show a significant degree of chromatic variation.

Algorithm 1: Identification of WBCs and platelets using RG chromaticity

Input: rgb_image
(height, width, channels) = image_shape(rgb_image)
r_chromaticity [height, width]
g_chromaticity [height, width]
Chromaticity_map [height, width]
for y from 0 to height 1
     For x from 0 to width -1, as follows:
     (R, G, B) = rgb_values (rgb_image, y, x)
         sum = R + G + B 
         r = R/sum
         g =G/sum
         r_chromaticity [y, x] = r
         g_chromaticity [y, x] = g
         rg_value = r + g 
         chromaticity_map [y, x] =rg value 
return 
Output: chromaticity_map 

The statistical parameters mean (μ) and standard deviation (σ) were used to calculate 
the pixel chromatic variance values to identify the target region. This indicates the average 
and variance of pixels scattered in a Gaussian distribution. These statistical characteristics, 
which include μ and σ, are explained by Equations 4, 5, and 6. The Gaussian distribution 
applied for segmentation is illustrated in Equation 7, which also explains how the 
correlations between the R and G chromaticity channels at each pixel determine which 
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colors combine. The equation is applied to the RG, R, and G chromaticity channels to 
identify which chromaticity channels are associated with WBCs and platelets.
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WBCs and platelets. 

𝜇𝜇 =
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𝑁𝑁
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The mean pixel intensity μ and the variation around the mean define the variance σ2 
and standard deviation σ of the target patches. The variance 𝜎𝜎2  pixel intensities indicate 
the distribution of values within the target region. Each pixel-intensity 𝑝𝑝𝑐𝑐   inside the patches 
includes all pixels in image N. 

𝑃𝑃(𝑐𝑐) =
1

𝜎𝜎√2𝜋𝜋
𝑒𝑒𝑒𝑒𝑝𝑝 �−

(𝑐𝑐 − 𝜇𝜇)2

2𝜎𝜎2 �                             [7]

The Gaussian distribution indicating the probability of the intensity P(c) corresponds 
to the WBCs and platelet color ranges. The Gaussian function's variable c indicates the 
intensity of a pixel at specific positions within the image. Probabilistic distribution values 
for RG chromaticity, as well as individual R and G chromaticity channels, were calculated 
to determine which chromaticity channel was most suitable for the segmentation process. 
Determining a significant chromaticity channel for WBC and platelet segmentation is 
difficult because of the variance in illumination and staining of the image. These differences 
make it difficult and time-consuming to accurately determine the optimal threshold 
value for segmentation. Furthermore, the high pixel levels of WBCs, platelets, and size 
made it difficult to manually determine the binary masking values. An extensive manual 
evaluation selected distribution values ranging from 0.001 to 1. It accurately recognizes 
WBCs and platelets while providing no false positives by not detecting RBCs. However, 
the variations in lighting and illumination connected to the images make it difficult to 
determine an optimal threshold for every image. Therefore, optimization is required to 
identify the optimal thresholds for the various images. Algorithm 2 provides a complex 
approach that determines the best chromaticity channel and enables improved WBC and 
platelet segmentation, subject to imaging scenarios.
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Algorithm 2: Identification of Optimal chromaticity channel for segmentation using Parametric 
segmentation approach

Input: RG chromaticity image
1. Compute μ, 𝜎𝜎2  and σ using Equations 4, 5 and 6
2. Create a probability map using Equation 7
3. Apply a threshold to identify target region:
  Threshold = probability map>Threshold
      for each channel (RG, R, G):
           Calculate μ, 𝜎𝜎2 , σ and probability map 
Apply a threshold to identify areas with the desired color range
End
Output: Best chromaticity channel for segmentation

PSO-based WBCs and Platelets Segmentation

The optimal threshold was determined using the Particle Swarm Optimization (PSO) 
(Kennedy & Eberhart, 1995). It adequately searches the parameter space using a swarm 
of particles implemented with values from manual segmentation and thresholds ranging 
from 0.001 to 1. The threshold values are iteratively modified by analyzing the search space 
and optimizing their distribution by altering the position and velocity. The position of each 
particle shows the threshold values and the aim is to determine a set of ideal threshold 
values that increases the segmentation accuracy. With a population size of 100, each particle 
represents a candidate solution determined by its personal best position, pbest; the global 
best position, gbest; and a stochastic component indicated by two equally distributed 
factors, φ₁ and φ₂. Equation 8 demonstrates the updates in position and velocity. In this 
equation, 𝑣𝑣𝑖𝑖(𝑡𝑡) 𝑒𝑒𝑖𝑖(𝑡𝑡) 𝐶𝐶1 𝐶𝐶2  𝜑𝜑1 𝜑𝜑2   indicates the velocity of particle i at time t and 𝑣𝑣𝑖𝑖(𝑡𝑡) 𝑒𝑒𝑖𝑖(𝑡𝑡) 𝐶𝐶1 𝐶𝐶2  𝜑𝜑1 𝜑𝜑2   is the location of the 
particle. The inertia weight ω (0.729) determines the prior velocity's contribution to the 
current update, whereas 𝑣𝑣𝑖𝑖(𝑡𝑡) 𝑒𝑒𝑖𝑖(𝑡𝑡) 𝐶𝐶1 𝐶𝐶2  𝜑𝜑1 𝜑𝜑2   and 𝑣𝑣𝑖𝑖(𝑡𝑡) 𝑒𝑒𝑖𝑖(𝑡𝑡) 𝐶𝐶1 𝐶𝐶2  𝜑𝜑1 𝜑𝜑2   (1.4944) are cognitive and social factors, respectively, 
directing the particle to its own best and global best places. The random values 𝑣𝑣𝑖𝑖(𝑡𝑡) 𝑒𝑒𝑖𝑖(𝑡𝑡) 𝐶𝐶1 𝐶𝐶2  𝜑𝜑1 𝜑𝜑2   and 

𝑣𝑣𝑖𝑖(𝑡𝑡) 𝑒𝑒𝑖𝑖(𝑡𝑡) 𝐶𝐶1 𝐶𝐶2  𝜑𝜑1 𝜑𝜑2   provide variations in the search process, making it more uncertain and allowing a 
more comprehensive exploration of the solution space. The position update in Equation 9 
directs the particle to a new location based on its velocity. The location denotes a potential 
threshold value, and the velocity controls how much it is altered throughout each iteration.

𝑣𝑣𝑖𝑖(𝑡𝑡 + 1) = 𝜔𝜔𝑣𝑣𝑖𝑖(𝑡𝑡) + 𝐶𝐶1𝜑𝜑1�𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝𝑡𝑡(𝑡𝑡) − 𝑒𝑒𝑖𝑖(𝑡𝑡)� + 𝐶𝐶2𝜑𝜑2�𝑔𝑔𝑝𝑝𝑒𝑒𝑝𝑝𝑡𝑡(𝑡𝑡) − 𝑒𝑒𝑖𝑖(𝑡𝑡)� 

 x𝑖𝑖(𝑡𝑡 + 1) = x𝑖𝑖(𝑡𝑡) + 𝑣𝑣𝑖𝑖(𝑡𝑡 + 1)                                    𝑣𝑣𝑖𝑖(𝑡𝑡 + 1) = 𝜔𝜔𝑣𝑣𝑖𝑖(𝑡𝑡) + 𝐶𝐶1𝜑𝜑1�𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝𝑡𝑡(𝑡𝑡) − 𝑒𝑒𝑖𝑖(𝑡𝑡)� + 𝐶𝐶2𝜑𝜑2�𝑔𝑔𝑝𝑝𝑒𝑒𝑝𝑝𝑡𝑡(𝑡𝑡) − 𝑒𝑒𝑖𝑖(𝑡𝑡)� 

 x𝑖𝑖(𝑡𝑡 + 1) = x𝑖𝑖(𝑡𝑡) + 𝑣𝑣𝑖𝑖(𝑡𝑡 + 1)                                    

 [8]

𝑣𝑣𝑖𝑖(𝑡𝑡 + 1) = 𝜔𝜔𝑣𝑣𝑖𝑖(𝑡𝑡) + 𝐶𝐶1𝜑𝜑1�𝑝𝑝𝑝𝑝𝑒𝑒𝑝𝑝𝑡𝑡(𝑡𝑡) − 𝑒𝑒𝑖𝑖(𝑡𝑡)� + 𝐶𝐶2𝜑𝜑2�𝑔𝑔𝑝𝑝𝑒𝑒𝑝𝑝𝑡𝑡(𝑡𝑡) − 𝑒𝑒𝑖𝑖(𝑡𝑡)� 

 x𝑖𝑖(𝑡𝑡 + 1) = x𝑖𝑖(𝑡𝑡) + 𝑣𝑣𝑖𝑖(𝑡𝑡 + 1)                                     [9]

The optimization approach was designed to differentiate between the fitness landscape's 
global optimum and the local extrema. The peak fitness function z in Equation 10 measures 
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the accurate segmentation of a particle. The function has three exponential elements that 
address the essential factors that affect the search space. It examines particle locations by 
calculating a value that indicates the spatial alignment to optimize the threshold value. 

𝑧𝑧 = 3 . (1 − 𝑒𝑒)2 exp(−𝑒𝑒2 − 𝑦𝑦 + 12 − 10 �
𝑒𝑒
5
− 𝑒𝑒3 − 𝑦𝑦5� 𝑒𝑒𝑒𝑒𝑝𝑝(−𝑒𝑒2 − 𝑦𝑦2) −

1
3
𝑒𝑒𝑒𝑒𝑝𝑝(−(𝑒𝑒 + 1)2 − 𝑦𝑦2)  

𝑧𝑧 = 3 . (1 − 𝑒𝑒)2 exp(−𝑒𝑒2 − 𝑦𝑦 + 12 − 10 �
𝑒𝑒
5
− 𝑒𝑒3 − 𝑦𝑦5� 𝑒𝑒𝑒𝑒𝑝𝑝(−𝑒𝑒2 − 𝑦𝑦2) −

1
3
𝑒𝑒𝑒𝑒𝑝𝑝(−(𝑒𝑒 + 1)2 − 𝑦𝑦2)  [10]

The first exponential term uses decay and polynomial functions to identify regions of 
interest and calculate the threshold value. The second term improves the complexity by 
considering the interactions between the x and y coordinates, which helps refine the search 
in more complex areas. The third term addresses the boundary effects in the search space, 
which increases the reliability of the fitness measure. The output of the peak fitness function 
accurately identifies the swarm to the optimal areas and modifies the threshold values for 
improved segmentation performance. Algorithm 3 outlines the process of determining 
the optimal threshold value using PSO. Finally, by averaging the threshold values across 
iterations, the particle swarm converges to the optimal feasible set of segmentation accuracy. 
The optimal threshold values were 0.87, 0.68, 0.91, and 0.74, increasing the segmentation 
performance by accurately distinguishing white blood cells, platelets, and RBCs.

Algorithm 3: PSO-based threshold value selection process

Initialize particles:
For each particle i:
    Initialize position x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖    and velocity x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖    in the search space [0.001, 1]
     Evaluate fitness value f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   ) using eq (10)
    Set pbest = x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   , pbestFitness = f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   )
    If f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   ) is better than global best:
         Set gbest = x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   , gbestFitness = f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   )
         Set ω = 0.729,  𝜑𝜑1 = 1.4944, 𝜑𝜑2  = 1.4944,  𝜑𝜑1 = 1.4944, 𝜑𝜑2  = 1.4944
 For each particle i:
       Calculate fitness value f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   ) using Equation 10
       If f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   ) is better than particle's personal best:
          Update personal best:
          Set pbest = x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   , pbestFitness = f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   )
      If f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   ) is better than global best:
         Update global best:
         Set gbest = x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   , gbestFitness = f (x𝑖𝑖  and velocity 𝑣𝑣𝑖𝑖   )
 For each particle i:
        random numbers r1 and r2 distributed in [0, 1]
        Update velocity:
        Update position:
        Use the final gbest as the optimized value
Output: Optimal value for detection
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RESULTS AND DISCUSSION

The identified and segmented WBCs and platelets were analyzed qualitatively and 
quantitatively. The analysis employed several quantitative analytic measures, including 
accuracy, precision, sensitivity, specificity, and F-score.

Dataset Description 

Segmentation analysis was performed using sickle cell smear images from the 
ErythrocytesIDB1 standard database. The blood samples were taken from SCD patients 
and are available at https://erythrocytesidb.uib.es/. The dataset contains labeled samples 
characterized by cell morphology as circular, elongated, and other cells. The dataset 
contained 196 full-field images of platelets, WBCs, and RBCs. In particular, seven images 
were removed from the database due to imperfections, variation in staining and blurring, 
whereas 189 images were employed in this study.

Identification of WBC and Platelets Using Chromaticity Feature

RGB color space determines the WBC and platelet regions from blood smear images by 
converting them into RG chromaticity. Each pixel in the RG chromaticity image is examined 
to identify the most desirable chromaticity channel for the WBCs and platelet regions. 
The chromaticity distribution in Figure 4 helps to determine the WBCs and platelets for 
segmentation. Figure 4(a) displays the source image in the RGB color space, while Figure 
4(b) shows RG chromaticity density as a Hexbin map. This map is divided into hexagonal 
bins, and colors indicate the number of pixels. In contrast, the X and Y axes indicate the 
spatial distributions of red and green chromaticity channels. Higher color density impacts 
higher color intensity or darkness, whereas lower color sparsity controls higher color 
illumination or brighter color. This visualization helps recognize color distribution patterns 
and identify prominent image color regions.
regions. 

 

 
Figure 4. Pixel Distribution of RG chromaticity image. (a) Original image; (b) Hexbin Representation of RG 

Chromaticity Distribution in the Smear Image 

 

(a) (b) 

Figure 4. Pixel distribution of RG chromaticity image. (a) Original image; (b) Hexbin representation of RG 
chromaticity distribution in the smear image
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Figure 5 illustrates the density of the pixel distribution in the R and G chromaticity 
channels for determining WBCs and platelet regions. Figure 5(a) shows the R chromaticity 
channel with lower pixel density values than the G chromaticity channel in Figure 5(b). 
The G chromaticity channel exhibited a broader range of pixel density values, extending 
at both high and low densities. In contrast, the maximum pixel distribution was observed 
in the G chromaticity channel. The heat map, as shown in Figure 6, provides a graphic 
representation of the association between red and green components for analyzing each 
channel of RG chromaticity.

 
Figure 5. Distribution of chromaticity pixels in the R and G Channels. (a) pixel distribution of R chromaticity 

channel; (b) pixel distribution of G chromaticity channel  

 
Figure 6. Visualization of RG Chromaticity Heatmap for Target Region Extraction. (a) pixel distribution of RG 

chromaticity (b) pixel distribution of R chromaticity (c) pixel distribution of G chromaticity 

  

(a) (b) 

(a) (c) (b) 

Figure 5. Distribution of chromaticity pixels in the R and G Channels. (a) pixel distribution of R 
chromaticity channel; (b) pixel distribution of G chromaticity channel 

 
Figure 5. Distribution of chromaticity pixels in the R and G Channels. (a) pixel distribution of R chromaticity 

channel; (b) pixel distribution of G chromaticity channel  

 
Figure 6. Visualization of RG Chromaticity Heatmap for Target Region Extraction. (a) pixel distribution of RG 

chromaticity (b) pixel distribution of R chromaticity (c) pixel distribution of G chromaticity 

  

(a) (b) 

(a) (c) (b) 

Figure 6. Visualization of RG Chromaticity Heatmap for Target Region Extraction. (a) pixel distribution of 
RG chromaticity (b) pixel distribution of R chromaticity (c) pixel distribution of G chromaticity

Figure 6(a) shows the RG chromaticity heatmap, while Figures 6(b) and 6(c) display 
the R and G chromaticity channels, respectively. This examination identified the R and G 
chromaticity channels as prominent features for identifying WBCs and platelets. These 
specific areas were retrieved and utilized throughout the segmentation process to identify 
the target region from the image.

Identification of Optimal Chromaticity Channel for Segmentation

As a result, the WBC and platelets were identified using RG chromaticity, which were 
considered ground truth images. RG chromaticity and its separate color channels, R and G, 
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were applied to the parametric segmentation method to identify accurate color channels for 
segmentation. Figure 7 displays the results, where 7(a) displays the target region retrieved 
by the chromaticity map. At the same time, 7(b) shows the detection of the regions using 
RG chromaticity, 7(c) displays the R chromaticity channel that detects WBCs, platelets, 
and RBC cells, and 7(d) shows the G chromaticity channel, which accurately recognizes 
the WBCs and platelet regions. The findings demonstrate that RG chromaticity is inefficient 
for detecting the target regions. In contrast, the R chromaticity channel is limited to the 
nuclei of WBCs and platelets and detects the RBCs with a bright color.

 
Figure 7. Detection of WBCs and Platelets using RG Chromaticity and separate R and G chromaticity. (a) RG 
chromaticity map; (b) Parametric segmentation in RG  

 
 (a) 

(d) (c) 

(b) 

Figure 7. Detection of WBCs and Platelets using RG Chromaticity and separate R and G chromaticity. (a) 
RG chromaticity map; (b) Parametric segmentation in RG chromaticity; (c) Parametric segmentation in R 
chromaticity channel; (c) Parametric segmentation in G chromaticity channel

However, the G chromaticity channel highlights WBCs and platelets in the smear 
image, effectively suppressing other cells by minimizing the impact of illumination and 
lighting conditions. Based on the examination findings, the G-chromaticity channel was 
more effective for segmentation.

Identification of Optimal Threshold Value Using PSO

Identifying appropriate threshold values for segmenting WBCs and platelets across various 
staining images is difficult. Manual segmentation is applied in RG chromaticity and 
separate R and G channels to determine the appropriate chromaticity channel for WBCs 
and platelet segmentation. For manual segmentation, the distribution value ranges were 
selected from 0.001 to 1 and were randomly applied to identify the appropriate channel 
and visual representation, as shown in Figure 8. 
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Figure 8. Target region (WBCs and Platelets) binary masked by RG  

 

(a) (c) (b) (d) 

Figure 8. Target region (WBCs and Platelets) binary masked by RG chromaticity and R and G separate 
channels. (a) Parametric segmentation of WBC and platelets using G chromaticity channel; (b) Target 
regions detection using R chromaticity channel; (c) Target regions detection using G chromaticity channel; 
(d) Target regions detection using RG chromaticity channel

Figure 8 displays the experimental results for determining the RG chromaticity channel 
for WBCs and platelet segmentation using a manual threshold of 0.01. Figure 8(a) shows 
the targeted region of the G chromaticity image, whereas the regions segmented by the 
R, G, and RG chromaticity channels are presented in 8(b), 8(c), and 8(d). The findings 
show that the R chromaticity channel is highly sensitive to the WBCs nucleus and platelet 
cells, as shown by the yellow box in 8(b). However, it also identifies the color of RBCs 
while distinguishing each cell. The G chromaticity channel segments the nucleus and 
cytoplasm of WBCs and platelets while excluding RBCs alone, as shown in 8(c). The 
RG chromaticity in 8(d) shows the detection of WBCs and platelets and the presence of 
certain RBCs enclosed within the highlighted red box. These findings demonstrate that the 
G chromaticity channel can detect WBCs and platelets in the images. However, the manual 
method is time-consuming and labor-intensive for finding the appropriate threshold value 
for segmentation. The experimental results of manual segmentation using RG, R, and G 
chromaticity are shown in Table 1. The manual threshold value of 0.01 is applied for the 
segmentation process, which fails the segmentation. This limitation is solved using the 
PSO algorithm by determining the optimal threshold values of 0.68, 0.74, 0.87 and 0.91.

Accurate detection of WBCs and platelets in smear images was achieved using search 
space optimization, using the range from 0.001 to 1 probability distribution as a search 
space in the optimization process with the peak’s fitness function. From the optimized 
search space, the threshold values of 0.68, 0.74, 0.87 and 0.91 were achieved for different 
staining and illuminated images. The segmentation method successfully segmented the 
target regions using manual and optimized techniques with the G chromaticity channel. 
Figure 9 shows the segmentation results with a manual and optimal threshold value of 
0.01 and 0.87, respectively.

Figure 9(a) shows the source images, and 9(b) shows the target region identified by the 
G chromaticity channel. Segmentation of platelets and WBCs using manual and optimized 
threshold values is shown in 9(c) and 9(d), respectively. The segmentation results in Figure 



1649Pertanika J. Sci. & Technol. 33 (3): 1633 - 1660 (2025)

Enhanced White Blood Cell and Platelet Segmentation: A Particle Swarm

9(c) demonstrate that the manual threshold-based technique recognizes only the nuclei of 
WBCs. In contrast, the cytoplasmic regions are inadequately segmented, as highlighted 
by the red box. As shown in the yellow box, platelet segmentation was also ineffective for 
smaller platelets with unclear boundary regions. Figure 9(d) depicts the implementation 
of an enhanced threshold for segmentation utilizing a Particle Swarm Optimization-based 

Table 1 
Segmentation of WBC and platelets using RG chromaticity, R and G chromaticity channels with 0.01 
threshold value

Source Image R Chromaticity 
Channel

G Chromaticity 
Channel

RG Chromaticity

respectively. 

 

 
Figure 9. WBC and platelet detection are done using  

(a) (b) (c) (d) 

 
  

 

Figure 9. WBC and platelet detection are done using manual and optimal thresholds. (a) Blood smear 
source image; (b) Parametric segmentation of WBC and platelets using G chromaticity channel; (c) Target 
region detection using a manual threshold value of 0.01 in G chromaticity channel; (d) Target region 
detection using an optimized threshold value of 0.87 in G chromaticity channel
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approach, resulting in significant improvements in results. The red box indicates that 
both the nucleus and the cytoplasm were detected. The yellow box depicts the optimal 
threshold value of 0.87, improving the segmentation of small and large platelets over 
manual thresholding.

The results indicated the significance of selecting accurate threshold values by 
emphasizing the limitations of manual methods for WBCs and platelet segmentation. The 
optimization process improved the accuracy and effectiveness of the WBCs and platelet 
detection approach by segmenting the nucleus and cytoplasm of WBCs and large and 
small pixels of platelets without including RBCs for the segmentation. It emphasized the 
significance of the optimized threshold values. The experimental segmentation results 
using the manual and optimal threshold value are demonstrated in Table 2. The table 
shows the source images and target regions acquired from the G chromaticity space using 
manual and optimal threshold values for the segmentation results. Manual segmentation 
employed 0.01, 0.05, and 0.01 thresholds for each image. In comparison, a PSO-based 
technique provided optimal thresholds of 0.87 for the first and third images and 0.74 for 
the second image. Threshold modifications are caused by a variation in lighting conditions 
between the first and third images, including the second image, which affects the selection 
of optimal threshold values.

Table 2 
Comparison of G chromaticity segmentation using manual and optimal threshold values

Source Image G chromaticity space Segmentation using 
Manual threshold 

values 

Segmentation using 
Optimal threshold 
values from PSO
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Manual segmentation effectively detects the region of interest and excludes RBCs; 
however, it has limitations in segmenting small pixel-sized sections and identifying cell 
borders and edges. The PSO-based technique is superior because it employs optimal 
threshold values for efficiently segmenting large and small pixel-sized regions without 
losing their edges, resulting in increased segmentation precision. The segmentation results 
demonstrate that the PSO approach effectively selects threshold values. This method enables 
precise segmentation of WBCs and platelets by employing ideal threshold values of 0.68, 
0.74, 0.87, and 0.91 for distinct images under diverse lighting and staining conditions.

Quantitative Analysis

In quantitative analysis, pixel-wise binary segmentation is examined by comparing 
segmented images with their ground truth, which is identified by chromaticity variance 
and distinctive features of WBCs and platelets in microscopic images (Imron et al., 2019). 
The quantitative measures used for analysis included accuracy (Acc), specificity (Spe), 
sensitivity (Sen), precision (Pre), and F-score. Here, specificity determines how accurately a 
background is segmented where RBCs are considered the background; precision measures 
how accurately the images are segmented by ensuring that background (RBCs) pixels are 
not incorrectly classified as WBC or platelets. The sensitivity indicates the accuracy of the 
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Table 3 
Classification of WBC and platelets pixel segmentation

Metrics Ground truth Segmented as
TP
FP
TN
FN

WBCs and Platelets
Background (RBCs)
Background (RBCs)
WBCs and Platelets

WBCs and Platelets
WBCs and Platelets
Background (RBCs)
Background (RBCs)

Table 4 presents the state-of-the-art techniques for segmenting WBC and platelets. 
This comparative study focused on chromatic-feature-based approaches. The PCA-based 
adaptive fusion of HSV and CMYK (Makem & Tiedeu, 2020) correctly recognizes the 
nucleus area of WBCs but fails to distinguish the cytoplasm and small platelet pixels. PCA 
fusion with chromatic features from RGB, HSV, and L*a*b* color space (Garcia-Lamont 
et al., 2021) accurately detects WBCs and platelets; however, this technique is ineffective 
for locating the cytoplasm in WBCs. Furthermore, this approach fails to detect the edges 
of WBCs and platelets, whereas it detects bright pixels of RBCs.

Table 4 
Qualitative evaluation comparison of segmented images with state-of-the-art techniques

G chromaticity 
channel

The PCA fusion 
with chromatic 

feature

The PCA 
adaptive fusion 

method

Chromatic 
variance

Proposed method

The chromatic variance approach accurately detected the nuclei and cytoplasm of 
WBCs and platelets (García‐Lamont et al., 2022). However, it has limitations when utilized 
for sickle cell imaging because it identifies unwanted RBCs with bright regions. Table 5 
presents the quantitative analysis findings from the state-of-the-art techniques. The results 
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demonstrate that the proposed PSO approach has achieved an accuracy of 96.32%. These 
results show that the proposed method accurately identifies and segments overlapped 
WBC and platelets from smear images and has significantly improved performance. The 
analysis demonstrates that the proposed approach is highly efficient for recognizing and 
detecting WBCs and platelets while excluding RBCs from the segmentation, which resulted 
in efficiencies of the optimal threshold value. The experimental findings indicate that the 
proposed method efficiently identifies and segments the WBCs and platelets while excluding 
RBCs for the segmentation process. The proposed segmentation approach recognizes 
WBCs and platelets by examining chromaticity components using the advantages of 
significant pixel variance for accurate identification and differentiation. This method uses 
RG chromaticity and a parametric approach to determine the probability distribution for 
accurate segmentation. Variations in staining and lighting conditions can cause a challenge 
to blood cell segmentation, as shown by the erythrocytesIDB1 dataset. The first 130 images 
have different staining and lighting conditions than the final 59 images. Even with these 
variations, the proposed approach effectively responds to changes, and the segmentation 
accuracy is higher compared to previous studies, as seen in Table 5. Existing research has 
concentrated on segmenting WBCs into cropped images, which is not suitable for whole-
blood-smear images for cell segmentation. State-of-the-art techniques often fail to segment 
WBCs and platelets because of color illumination and variation problems. WBCs and 

Table 5 
Quantitative evaluation comparison of segmented images with state-of-the-art techniques

Method Accuracy (%) Precision (%) Sensitivity (%) Specificity (%) F- Score (%)
The PCA 
fusion with 
chromaticity 
method (Makem 
& Tiedeu, 2020)

77.30 80.56 80.20 72.58 81.41

The PCA-based 
adaptive fusion 
(Garcia-Lamont 
et al., 2021)

85.53 87.34 88.69 78.95 88.78

Chromatic 
variance 
(García‐Lamont 
et al., 2022)

82.28 86.73 85.00 77.59 85.86

Proposed 
approach with 
manual method

92.79 95.89 93.94 83.33 95.88

Proposed 
approach with 
an optimized 
method

96.32 96.96 96.97 94.59 97.46
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platelets are difficult to segment because of size differences and overlapping regions. Most 
existing approaches fail to segment platelets because they are small and often appear to be 
small elements in the image. This size differential and platelet overlapping significantly 
limit the implementation of a single technique for both WBCs and platelets. 

Existing chromaticity-based cell segmentation methods have demonstrated various 
levels of accuracy. PCA fusion based on chromatic attributes from HSV and CMYK color 
spaces achieved an accuracy of 77.30% because color values varied among the images, 
impairing RBC region detection. The PCA-based adaptive fusion approach, which utilizes 
RGB, HSV, and L*a*b* color spaces, obtained an accuracy of 85.53%. This approach 
accurately recognizes the nucleus but fails to detect very small platelets without separating 
the hue components from the color space. The chromatic variance approach, which 
employed the RGB color space, attained an 82.28% accuracy because of its inefficiency in 
segmenting WBC cytoplasm. The primary limitation of these approaches is their inability 
to achieve accurate segmentation across datasets with differences in lighting conditions and 
staining variances. However, the proposed method overcomes this challenge by utilizing RG 
chromaticity and a Particle Swarm Optimization-based approach to determine the optimal 
threshold for segmentation with 96.32% accuracy. Despite its limitations, the proposed 
approach efficiently addresses these challenges and provides precise segmentation. 

Furthermore, the proposed method achieved higher accuracy and sensitivity compared 
to existing methods, because the color component was included as a significant feature 
and an optimized technique for threshold-value identification. Compared to the traditional 
manual threshold process, the proposed method improves specificity by systematically 
optimizing the threshold, resulting in an accurate segmentation of the WBC nucleus and 
cytoplasm, as well as various-sized pixels of platelets. Based on an artificial intelligence 
perspective, the proposed approach is bioinspired and reflects how humans observe colors. 
Recent experiments on CNNs for WBC segmentation were effective; however, they usually 
required longer processing, but the suggested technique has the lowest computational cost. 
Moreover, implementing CNNs requires ground truth images for efficient segmentation 
training. However, the dataset used in this study did not contain ground truth annotations. The 
proposed method uses RG chromaticity images with parametric segmentation that involves 
mathematical operations to find the appropriate chromaticity channel for segmentation with 
a low computational time. The optimal distribution value for segmentation involves the 
search space optimization with a low computational cost. Therefore, overlapping WBCs 
and platelets were identified and segmented using the proposed method and are highly 
computationally competitive. This study has limitations because it focuses on image 
processing and optimization methodologies rather than implementing CNN-based deep 
learning models. These models commonly require ground truth annotations during the 
segmentation phase; however, this dataset fails to provide such annotations. This drawback 
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can be overcome by employing the segmented images generated by this method as ground 
truth annotations, allowing the integration of CNN-based segmentation algorithms to 
achieve more precision and accuracy.

CONCLUSION

Early diagnosis of SCD is essential for effective treatment, with accurate erythrocyte 
counts being important in both diagnosis and tracking the progression of the disease. 
Current cell counting methods misidentified WBCs and platelets as RBCs, resulting in 
inaccurate cell detection and false diagnosis. The proposed method uses high chromatic 
variance to find WBCs and platelets in blood smear images. This is performed by applying 
parametric segmentation to RG chromaticity and its separate channels to identify the 
WBCS and platelets pixels that display the highest contrast to the average color of the 
other blood smear components. The proposed method uses PSO-based optimization in the 
search space to identify the best threshold values for accurate segmentation. Moreover, 
chromaticity has been considered as a feature rather than separating color components 
through experimentation, which often occurs in state-of-the-art methods. In this experiment, 
the performance of the segmentation method was examined by comparing the WBCs and 
platelets using chromatic images as the ground truth. Previous methodologies segmented 
WBCs and platelets from separate experiments instead of within a single study. In 
comparison, the proposed method achieved a precision and sensitivity of 96.96% and 
96.97%, respectively, with a higher accuracy of 96.32%. In future work, CNNs will 
be used for automatic WBC and platelet segmentation. The segmented regions will be 
eliminated to increase the RBC counts for abnormality detection. This automation has the 
ability to enhance treatments and reduce the emphasis on manual interventions, thereby 
improving medical diagnosis accuracy and efficiency. This method can identify leukemia 
by determining the most effective chromaticity channel for improved WBC segmentation 
for disease identification. 
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ABSTRACT 
Bamboo, known for its rapid growth and renewability, offers an eco-friendly alternative to traditional 
fibers, targeting the environmental effects of the textile and clothing industries. This review paper 
examines art-crafted weaving techniques, highlighting the incorporation of bamboo into traditional 
and modern designs to enhance the sustainability of bamboo-woven products. The paper thoroughly 
analyzes bamboo fiber extraction and hand-crafted techniques to produce sustainable, technical, 
and functional items such as sportswear and medical textiles. It also addresses the challenges linked 
to utilizing bamboo in textiles. Special emphasis is given to integrating bamboo into traditional 
weaving methods as a sustainable approach to enhance its uniqueness and preserve cultural heritage. 
By exploring sustainable practices and artistic innovation, this paper underscores the significance of 
connecting traditional craftsmanship with contemporary weaving design principles to fill research 
and practice gaps. In light of the ecological challenges posed by fast fashion, this study promotes 
sustainable practices by incorporating renewable materials and prioritizing brilliant material 
selection. Ultimately, this review emphasizes the vital role of design in fostering sustainability and 
provides a roadmap for preserving weaving traditions.

Keywords: Bamboo fiber, bamboo weaving, design 
for sustainability, eco-friendly materials, renewable 
fiber technologies, sustainable textiles, traditional 
weaving 

INTRODUCTION

The detrimental environmental impact of the 
textile and clothing industry underscores the 
urgent need to adopt sustainable practices. 
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The fast fashion industry's reliance on non-renewable resources causes significant 
environmental harm, with millions of fabrics ending up in landfills daily. The global 
textile and clothing market, valued at USD 1,837 billion in 2023, is projected to grow by 
7.4% from 2024 to 2030. Synthetic fibers, a cornerstone of modern textiles, significantly 
contribute to pollution due to their production processes and resistance to biodegradation. 
In this context, incorporating renewable materials like bamboo is beneficial and essential 
for fostering environmental sustainability.

Bamboo, recognized as the fastest-growing woody plant in the world, even surpasses 
the most rapidly growing trees, with some species capable of growing up to one meter 
per day. Its remarkable properties, including strength, flexibility, and UV protection, 
make bamboo culm fibers highly suitable for various applications, such as textile and 
yarn production. Products made from bamboo range from clothing to hygiene items (e.g., 
sanitary napkins, masks, bandages) and home furnishings. These unique qualities position 
bamboo as an intriguing and viable alternative to conventional fibers in the textile industry 
(Akinlabi et al., 2017; Kozłowski & Mackiewicz-Talarczyk, 2020).

In recent years, global trade and technological advancements have transformed 
industries, increasing awareness of the essential need to preserve and revitalize traditional 
crafts like weaving. Handloom and crafted woven products are a vital cultural bridge 
between heritage preservation and sustainable innovation. As timber from forests becomes 
scarce, industries seek cost-effective, fast-growing, and readily available alternatives such 
as bamboo, which has structural and physical properties comparable to wood. Beyond its 
functionality, bamboo textiles can be transformed into luxury items by incorporating design 
principles, resulting in intricate aesthetics and improved usability.

Government initiatives, such as expanding bamboo plantations and innovations in 
bamboo fiber processing, have spurred the growth of bamboo crafts and textiles. While 
bamboo has been studied for furniture, paper production, and the textile industry, its 
applications in handcrafted woven design and high-fashion products remain limited. To 
bridge this gap, integrating bamboo into either craft or handloom weaving practices in 
clothing and fashion design presents a promising opportunity to preserve the heritage 
of weaving techniques while allowing designers to create eco-friendly and innovative 
products. This paper aims to explore the prospects and existing practices in this field.   

MATERIAL AND METHODS

This review examines bamboo’s role as a sustainable material, from its origin and extraction 
to handicraft design and handloom weaving, while emphasizing its minimal environmental 
impact. It synthesizes existing literature on bamboo’s unique properties, weaving 
techniques, and material applications to provide a comprehensive overview. A significant 
gap exists in extensive research that combines bamboo fiber processing with sustainable, 



1663Pertanika J. Sci. & Technol. 33 (3): 1661 - 1682 (2025)

Weaving a Greener Tomorrow

art-crafted techniques. This gap in the literature highlights the need for further study. This 
paper investigates how bamboo catalyzes innovation in sustainable textiles while preserving 
traditional weaving heritage techniques. Bridging traditional craftsmanship with modern 
design principles offers designers a roadmap for integrating bamboo into future sustainable 
applications. A systematic literature review was conducted to achieve this, focusing on 
studies published over the past two decades. Keywords such as “bamboo textiles,” “design 
innovation,” “bamboo characteristics,” “bamboo weaving,” and “sustainable textile” guided 
the search across databases like Scopus, Google Scholar, and ScienceDirect. This review 
provides a detailed analysis of bamboo textiles from sustainability, material science, and 
design innovation perspectives, offering insights for future research and development.

RESULT AND DISCUSSION

Comparative Analysis of Bamboo Fiber and Other Natural Fibers

Bamboo is an exceptionally fast-growing plant, maturing in 3 to 5 years compared to 20 
years for most types of wood. It can grow up to two inches per hour, reaching 60 feet within 
three months (Neha & Aravendan, 2023). According to Neha and Aravendan (2023), its 
primary components include cellulose (41%–73%), hemicellulose (61%–73%), and lignin 
(21%–28%), with its high lignin content providing bamboo with remarkable strength and 
mechanical properties. Cellulose, the dominant component in bamboo, is a sustainable 
biomaterial that is non-toxic, biodegradable, and renewable (Amjad, 2024). It imparts 
rigidity and tensile strength due to its composition of carbon, hydrogen, and oxygen (Neha 
& Aravendan, 2023). Furthermore, hemicellulose, the amorphous portion of bamboo fibers, 
contributes to their acidic nature, moisture retention, and bonding with lignin through ester 
bonds-variations in hemicellulose and lignin content influence bamboo’s mechanical and 
chemical properties (Hu et al., 2019). For instance, nodes contain higher levels of moisture 
and hemicellulose but lower levels of lignin and cellulose, leading to reduced density and 
mechanical properties (Jalil, 2022). Bamboo’s mechanical properties vary depending on 
species, growth conditions, and structural characteristics (Chen et al., 2017). Research has 
demonstrated that removing hemicellulose decreases bamboo’s tensile modulus, while 
removing lignin has no significant effect (Chen et al., 2017). Fiber fineness impacts fiber 
length and density, with coarser fibers providing better durability and tensile strength 
(Rocky & Thompson, 2018). Additionally, bamboo’s durability relies on its tensile strength, 
flexural strength, and moisture absorption. Smaller bamboo culms are less stable under 
humidity than larger, thicker-walled ones (Liese & Tang, 2015). 

As a natural resource, bamboo requires significantly less water for cultivation compared 
to water-intensive crops like cotton (Gericke & Van der Pol, 2010). Restrepo et al. (2016) 
highlighted bamboo's potential to reduce environmental harm in manufacturing processes. 
Many bamboo species thrive without pesticides or fertilizers, which minimizes the 
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environmental impacts of chemical use in agriculture. This underscores bamboo's potential 
as an eco-friendly alternative to conventional materials like wood-polymer composites, 
offering a significantly lower carbon footprint (Rocky & Thompson, 2018). Shinohara 
et al. (2019) also underscored bamboo's capability to prevent erosion and improve soil 
quality, emphasizing its long-term conservation value. Despite its numerous benefits, 
many current extraction techniques are not environmentally sustainable. The extraction 
processes impact the removal of lignin, which affects fiber stiffness and discoloration, as 
well as non-cellulosic components that influence properties like strength, density, moisture 
absorption, and flexibility (Kozłowski & Mackiewicz-Talarczyk, 2020). Additionally, 
chemical treatments lighten the yellowish-brown fibers caused by lignin and enhance 
bamboo’s UV absorption and antibacterial properties, making it suitable for textiles (Neha 
& Aravendan, 2023). The following section will address strategies for improving the 
sustainability of bamboo fiber processing. 

Previous research compared bamboo viscose fibers with other textiles, highlighting 
their superior tensile extensibility and comfort. For instance, Mishra et al. (2012) showed 
that bamboo viscose fabrics exhibited greater tensile extensibility than cotton and blends 
of cotton and bamboo viscose. Compared to cotton, bamboo viscose’s reduced shear 
rigidity and bending stiffness contribute to its enhanced comfort and hand feel (Mishra et 
al., 2012). Additional studies indicate that natural bamboo yarns possess improved tearing 
strength, excellent dye absorption, and better wrinkle resistance than cotton, making 
bamboo an appealing choice for sustainable textile applications (Kushwaha et al., 2023; 
Singh & Dessalegn, 2021). Bamboo’s minimal water requirements make it a sustainable 
option, especially in water-scarce regions, as it uses significantly less water than cotton, 
sometimes as little as 500 liters per kilogram of biomass without additional irrigation 
(Nayak & Mishra, 2016). Nassar et al. (2020) examined the thermal comfort properties 
of single jersey fabrics made from 100% bamboo, cotton-bamboo-polyester microfiber, 
bamboo-polyester microfiber, and cotton-polyester microfiber blends. The 100% bamboo 
fabric exhibited the highest thermal conductivity of the tested fabrics, while the cotton-
polyester fabric had the lowest (Nassar et al., 2020).

Additionally, bamboo fabric demonstrated better thermal conductivity than bamboo-
polyester microfiber fabric (Tausif et al., 2015). Tausif et al. (2015) found that the yarn 
arrangement within the fabric also plays a crucial role in determining fabric thickness, and 
the low weight of bamboo samples suggests that bamboo fibers could serve as a competitive 
alternative to cotton and microfiber polyester, particularly in sportswear applications such 
as sports headscarves. Figure 1 outlines the key properties of bamboo as a material resource. 
The methods used for fiber extraction have a significant impact on the characteristics of 
the final product, with viscose-like chemical processes providing predictability in fiber 
structure and properties thanks to cost-effective equipment, low energy requirements, and 
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control over fiber attributes compared to mechanical or steam-explosion methods (Phong 
et al., 2012).  

Bamboo Fiber Extraction Methods and Their Impact on Textile Properties

Bamboo fiber can be obtained through three primary methods: mechanical, chemical, and 
hybrid extraction techniques (Hu et al., 2019). Mechanical and chemical methods yield 
bundles of natural bamboo fibers, while chemical processes, such as the viscose method, 
produce regenerated bamboo cellulose, commonly known as bamboo viscose (Hu et al., 
2019). The fiber extraction process begins by splitting bamboo culms into strips, followed 
by either mechanical or chemical processing based on the intended use (Phong et al., 2012). 
Mechanical processing produces coarse and rigid fabrics, whereas viscose-extracted fibers 
create soft, drape-friendly textiles (Singh & Dessalegn, 2021). Mechanical extraction 
involves soaking bamboo strips in water or boiling them, beating, scraping, and combing 

Figure 1. Key characteristics and properties of bamboo as a renewable and sustainable material resource
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to produce spinnable fibers (Hu et al., 2019). These fibers undergo further treatment with 
alkali solutions to improve their properties (Nayak & Mishra, 2016). The variations in 
strength and durability between these methods arise from molecular changes introduced 
during chemical treatments, which modify the fiber's structural alignment and level of 
polymerization. Chemical extraction entails treating bamboo slices with caustic chemicals 
like sodium hydroxide or sodium silicate to produce fine fibers suitable for textiles (Hu et 
al., 2019). Enzymatic and microbial treatments have also been investigated for degumming; 
however, these methods are time-consuming and may not suffice for industrial needs (Zhao 
et al., 2024). Asmarea et al. (2022) noted that the combined extraction methods, which 
included alkali and a newly developed composite enzyme in both concentrated and solution 
forms, produced finer bamboo fibers from three different bamboo species by breaking down 
and removing non-cellulosic components of the bamboo strips.  

Sustainable manufacturing practices aim to reduce environmental harm, minimize 
waste generation, and lessen reliance on non-renewable resources, enhancing overall 
environmental performance (Jalil, 2022). Mechanical extraction is more sustainable because 
it avoids chemicals and preserves bamboo’s natural properties (Hu et al., 2019). However, 
this method is labor-intensive, water-intensive, and costly, resulting in coarser fibers. In 
contrast, less sustainable chemical methods produce finer fibers with superior softness 
and drape. These distinctions significantly affect the behavior of yarns and fabrics derived 
from each method (Gericke & Van der Pol, 2010; Khalil et al., 2012). However, chemical 
bamboo extraction is more cost-effective and generates fine, soft fiber since it eliminates 
lignin. Despite this advantage, it is less sustainable and requires closed-loop systems to 
manage environmental damage. Given that the complex structure of bamboo contains 
high levels of lignin, which obstructs prompt fiber extraction (Phong et al., 2012), it is 
challenging to achieve absolute benefits from extracting fibers using any one technology 
(Singh & Dessalegn, 2021).

Previous researchers combining pretreatment or post-treatment of bamboo strips with 
some alkali solutions, such as softeners and mechanical processes, achieved highly effective 
and improved thermal properties (Rocky & Thompson, 2018; Singh & Dessalegn, 2021). 
Some researchers have utilized a combined extraction method that employs low alkali 
consumption and multiple enzymes to transform spinnable fibers while maintaining their 
antibacterial properties and minimizing environmental impact (Jalil, 2022). The type of 
extraction influences fiber characteristics, spinning qualities, and ecological sustainability, 
benefiting sustainable textile applications. Although enzymatic treatment is the most 
sustainable, the microbial culture is not economically viable (Rocky & Thompson, 2018). 
Both extraction methods begin with splitting the strips, followed by either mechanical, 
chemical, or enzymatic treatment (Zhao et al., 2024). Mechanical treatments demonstrate 
the highest tensile strength, making them ideal for the construction sector due to their 
compatibility with high-strength materials (Rocky & Thompson, 2018). In contrast, 
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chemical or combined treatments result in lower tensile strength as the fiber becomes 
weaker, finer, and suitable for yarn processing (Neha & Aravendan, 2023). 

Several wash cycles are necessary to eliminate the residual chemicals in wastewater, 
which are not deemed fully sustainable, as Hu et al. (2019) noted, to prevent issues with 
bamboo crystallinity. However, the primary focus of sustainability in textile products 
pertains to the use of harsh chemicals and process efficiency. Mechanically extracted 
bamboo fibers outperform flax and jute in their resistance to pilling and abrasion. 
Furthermore, they exhibit lower shrinkage, improved color clarity, and a soft luster without 
mercerization. As illustrated in Figure 2, combined treatments are more sustainable, offer 
faster processing times, consume less energy, and yield better results. This process produces 
fine, soft fibers that are beneficial for textile applications. Tausif et al. (2015) discovered 
that bamboo fibers possess properties comparable to viscose rayon, cotton, and modal fibers 
but with slightly more extraordinary wet tenacity. Bamboo’s versatility allows it to blend 
well with other fibers, such as cotton, hemp, and lyocell, resulting in fabrics with varied 
characteristics (Jais et al., 2023). As shown in Figure 1, maintaining a balance between 
fiber quality and sustainability is crucial in bamboo fiber production. 

Figure 2. Extraction of bamboo methods and their characteristics 
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Bamboo Textile Properties

Bamboo fiber is widely used in the textile industry because of its unique properties, with 
applications in yarns, woven, knitted, and nonwoven fabrics. Bamboo yarn, made from 
continuous filaments, is the foundation for textile construction (Waite, 2009). Knitted 
bamboo fabric, created by interlocking loops, is flexible and breathable, making it ideal for 
comfortable garments (Mishra et al., 2012). In contrast, woven bamboo fabric, produced 
by interlacing two sets of yarn at right angles, offers durability suitable for garments and 
upholstery, although its production is not environmentally sustainable (Mishra et al., 2012). 
Nonwoven bamboo fabric, made directly from fibers without weaving or knitting, is used 
in items such as filters, wipes, and medical textiles, showcasing bamboo’s versatility 
(Gericke & Van der Pol, 2010; Prakash et al., 2021; Zhao et al., 2024). Integrating bamboo 
into sustainable textiles and crafts addresses global demands for eco-friendly solutions 
(Jalil, 2022). 

Khalil et al. (2012) noted that its use in functional clothing, sanitary products, 
biocomposites, and geotextiles illustrates its potential across various industries. Gao et 
al. (2024) pointed out that innovation in weaving techniques and material combinations 
can help overcome challenges, ensuring bamboo remains relevant in contemporary 
design. Products derived from bamboo are often marketed as “green” or “biodegradable,” 
regardless of their production methods (Hardin et al., 2009). Structurally, bamboo is an 
anisotropic natural composite material primarily made of vascular bundles embedded in 
a parenchymatous matrix (Liese & Tang, 2015). Research by Ozkan (2021) examined the 
engineering potential of bamboo for sustainable textile development, focusing on its unique 
properties, benefits, and limitations. Previous research highlights the tensile strength of 
bamboo and its blended fabrics, which enhances the tensile performance of textiles (Chen 
et al., 2017). Bamboo viscose offers superior hand value to cotton due to its smoother 
texture and lower bending rigidity (Kaur et al., 2016). These properties position it as a 
critical resource for sustainable textiles combined with bamboo's rapid renewability and 
environmental benefits (Waite, 2009). In contrast to modern textiles, which predominantly 
use non-renewable materials, bamboo fibers are sustainable and have multiple advantages 
(Hu et al., 2019). Bamboo textiles are lightweight, breathable, moisture-wicking, and anti-
static, with antibacterial properties that make them highly marketable (Tausif et al., 2015).

A study conducted by the China Textile Industrial Testing Centre and the Japan Textile 
Inspection Association found that 100% bamboo fabric achieved a 99.8% antibacterial kill 
rate (Waite, 2009). Bamboo textiles have inherent antimicrobial properties (Chaowana et 
al., 2021). Waite (2009) noted that bamboo fibers are soft, lightweight, and low-density, 
with a loose structure that enhances air permeability and comfort, especially in hot climates. 
Chonsakorn et al. (2024) indicated that a 70:30 bamboo-to-polyester fiber ratio is optimal 
for fabric production, providing enhanced strength, antibacterial activity, and suitability for 
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medical and hygiene applications. This innovation aligns with sustainable textile practices 
by utilizing waste materials and reducing environmental impact (Chonsakorn et al., 2024). 
By leveraging these properties, bamboo textiles offer a promising path toward sustainable 
fashion and ecological responsibility.

Chonsakorn et al. (2024) developed a method for producing nonwoven fabrics by 
integrating bamboo and polyester fibers, utilizing mechanical bonding techniques such as 
needle punching. The resulting fabrics exhibited durability, a lightweight structure, and 
antibacterial efficacy, making them suitable for medical lifestyle products (Chonsakorn 
et al., 2024). Chonsakorn et al. (2024) emphasized the potential of bamboo waste as a 
renewable resource for sustainable textile applications, providing significant advantages 
in tackling environmental and public health challenges (Chonsakorn et al., 2024; Santos 
et al., 2021). This approach facilitates the creation of antibacterial nonwoven fabric, 
positioning it as a practical solution for elderly care in community settings (Chonsakorn 
et al., 2024). Nassar et al. (2020) demonstrated that the arrangement of yarns within the 
fabric influenced fabric thickness.

Furthermore, most functional bamboo textiles and fabrics feature moisture-wicking 
properties and UV protection, making them ideal for activewear, intimate apparel, and 
summer clothing (Amjad, 2024). Their natural antibacterial, hypoallergenic, and UV-
blocking qualities further enhance their suitability for baby clothing, pregnant women, 
undergarments, and socks. Additionally, their smooth texture and draping qualities make 
them popular choices for home decor and accessories, including scarves, hats, and gloves 
(Kaur et al., 2016; Rocky & Thompson, 2018). Bamboo fibers and nonwoven bamboo 
fabrics are also used in sanitary products, such as bandages, masks, and surgical attire, due 
to their sterilizing and bacteriostatic characteristics (Rocky & Thompson, 2018). Products 
like hygienic towels and absorbent pads benefit from bamboo’s natural antimicrobial 
attributes, eliminating artificial agents and reducing allergy risks (Lipp-Symonowicz et 
al., 2011; Tausif et al., 2015). 

In addition to textiles, biotechnology has proven effective as a leading approach for 
advancing a sustainable and environmentally friendly wet-processing sector in textiles 
and producing eco-friendly value-added products. Therefore, bamboo fibers enhance 
biocomposites, providing eco-friendly, cost-effective, and biodegradable alternatives to 
traditional materials (Saha & Mandal, 2020; Santos et al., 2021). Ensuring wearing comfort 
is crucial since textiles remain in contact with the human body day and night. Ozkan 
(2021) noted that bamboo fibers have a naturally channeled structure with micro-holes 
that enable rapid moisture absorption and evaporation. This porous quality contributes to 
the fiber’s capacity to absorb significant water, offering strength and low elasticity. Ozkan 
(2021) concluded that textiles made from natural bamboo fibers deliver superior wearing 
comfort due to their breathable structure.
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Bamboo Craft Techniques

Gao et al. (2024) noted that the bamboo weaving craft in China, which achieved 
sophistication during the Song Dynasty (960–1279 AD), has been a hallmark of artistic 
and technological evolution. This traditional craft, using bamboo silk or splints in intricate 
weaving techniques, remains culturally significant and sustainable. Moreover, Yu (2023) 
noted that hand spinning, a unique and ancient technique for producing yarn and weaving, 
aligns with sustainable goals, as it does not require electric machinery and entails minimal 
energy consumption. Gao et al. (2024) found that modern and internationalized features 
in bamboo weaving patterns arise through specific coding styles. Geometric elements like 
circles, squares, and hexagons symbolize modernity. In contrast, patterns that incorporate 
traditional characters and motifs or plant-inspired designs evoke ethnic and traditional 
aesthetics, as noted by Luo et al. (2020). Additionally, central symmetry in patterns is 
generally linked with conventional designs, whereas asymmetry signifies modern aesthetics 
(Gao et al., 2024).  

According to Kumalasari et al. (2021), the techniques for bamboo craft weaving are 
generally consistent. The weaving of bamboo products is based on various techniques, with 
their uniqueness and applications illustrated in Figure 3. Bamboo weaving includes diverse 
methods, each possessing distinct characteristics and applications. Standard techniques 
include twilling, coiling, plaiting, and checking, along with herringbone and hexagonal 
methods, which are widely used for modern three-dimensional designs (Gao et al., 2024; 
Kumalasari et al., 2021) to create items such as baskets, vases, and straw shoes (Yu, 2023; 
Kumalasari et al., 2021). Twilling involves the diagonal weaving of bamboo strips to form 
patterns with adjustable angles, making it very popular in basketry. Historical evidence 
from the Jomon era shows that bamboo twilling in basket-making is particularly strong and 
sustainable compared to other types (Gao et al., 2024; Yu, 2023). Kumalasari et al. (2021) 
noted that coiled and twined baskets employ spiral structures formed by warps and wefts 
while plaiting and checking techniques enable the creation of diagonal-patterned products. 
These methods demonstrate the versatility of bamboo weaving in crafting intricate designs 
(Gao et al., 2024; Kumalasari et al., 2021). 

Specific techniques such as parallel weaving, which involves laying thin bamboo strips 
over molds, allow for greater control over product shapes (Gao & Gu, 2020). Dai bamboo 
weaving methods-picking, folding, pressing, curving, and coiling-are the foundation for 
innovative techniques like broken warp weaving, flora weaving, and float carving weaving 
in conjunction with traditional methods (Zheng & Zhu, 2021). These handcrafted designs 
incorporate cultural and artistic elements, including geometric and floral patterns, reflecting 
creativity and cultural expression in bamboo craftsmanship, as Zhang (2019) and Gao and 
Gu (2020) noted. Modern bamboo weaving combines flat and curved techniques. Flat 
weaving, categorized into horizontal, vertical, and oblique patterns, presents a consistent 
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and organized appearance (Gao et al., 2024). Curved weaving offers dynamic and intimate 
aesthetics and is frequently used in furniture design for elements such as chair backs and 
cabinet doors (Gao et al., 2024; Kumalasari et al., 2021) 3. Geometrical rules underlying 
the traditional patterns can be analyzed using digital tools to establish a systematic design 
framework (Gao et al., 2024; Kumalasari et al., 2021). 

Bamboo Handloom Weaving Techniques

Some bamboo products come in different textures and pattern surfaces, crosses, hexagonal 
holes, firings, and twill map weaving, as shown in Figure 3. Gao et al. (2024) stated 
that bamboo handloom weaving products, an essential craft in textile decoration, create 
textures, patterns, and structural modeling. Handloom weaving involves warp and weft 
yarns, with fabric strength influenced by geometry, thread density, fiber type, and weave 
design (Yu, 2023). Bamboo yarn is used in warp and weft directions, producing durable 
fabrics, although the weft’s higher density results in stiffer textures (Gao et al., 2024; 
Kumalasari et al., 2021). Kumalasari et al. (2021) stated that handcrafted bamboo textiles 

Figure 3. Bamboo art-crafted patterns in craft and woven products
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are traditionally made using handlooms, a sustainable alternative to industrial weaving, 
which often involves chemically processed bamboo fibers. Promoting handloom techniques 
can enhance sustainability by incorporating fibers from various extraction methods (Gao 
et al., 2024; Kumalasari et al., 2021). Modular textile weaving techniques further expand 
design possibilities, enabling the assembly of multiple pieces into diverse forms (Yu & 
Pashkevych, 2023; Yu, 2023).

Additionally, Zhang et al. (2020) stated that combining bamboo with materials like 
leather or fabric enhances the designs' tactile and visual appeal and can help make products 
look luxurious and more sustainable. As shown in Figures 4(a), KanaLili 2025 and Figure 
4(b), Central Saint Martin’s Spring/Summer 2018 Ready-To-Wear, the handcrafted 
dress showcases the delicate art of bamboo weaving. Central Saint Martin’s designers 
experimented with bamboo strips of varying widths and colors, pressing and weaving them 
to create a dynamic textile with structural power for the spring-summer 2018 Ready-To-
Wear (RTW) collection. The intricate patterning is enhanced with subtle lighting, creating a 
soft, shimmering effect that captures the eye. Moreover, Balmain applied various weaving 
techniques to achieve a three-dimensional effect, emphasizing structural lines and layering 
in the style [Figure 4(c)]. Balmain’s square-conjoint pattern of cross-woven leather with 
bamboo strips also introduced rhythmic, organic designs that adapt to human movement. 

Moreover, Dolce & Gabbana explored bamboo weaving's rigidity and flexibility, 
shaping garments extending freely from the body or contouring to enhance form in the RTW 
collection of Spring 2013, as shown in Figure 4(d). These innovative approaches highlight 
combining traditional craftsmanship with contemporary fashion (Yu et al., 2023). Handloom 
bamboo products exemplify low-carbon, green, and eco-sustainable design, adhering to 

Figure 4. (a) KanaLili 2025, (b) Central Saint Martin’s RTW Spring/Summer 2018, (c) Balmain RTW 
Spring 2023 Collection, (d) Dolce & Gabbana RTW Spring 2013
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material efficiency, reduced consumption, and recycling, achieving zero pollution since it is 
produced based on customization purposes. This aligns with the United Nations Sustainable 
Development Goal (SDG) 12 (Responsible Consumption and Production) (Gao et al., 
2024). Moreover, handloom weaving, a sustainable manual process that avoids reliance 
on electric machinery and fossil fuels, supports SDG 13 (Climate Action). Despite being 
labor-intensive, it minimizes textile waste and produces durable, long-lasting fabrics (Yu 
et al., 2023). Yu et al. (2023) stated that initiatives like the Dirty Fashion Campaign 2017 
proposed a closed-loop system for viscose production, illustrating the growing demand for 
sustainable bamboo-based textiles, which could lead to innovations in fabric technology 
and broader adoption within the fashion industry. This approach is highly recommended 
for bamboo textiles and crafted products.

Innovative Techniques and Sustainability Solutions to Weaving a Greener Tomorrow

Traditional art-crafted techniques are employed to craft the textile’s base structure, 
especially the weaving techniques, while bamboo strips are cut, smoothed, and prepared 
for integration (Luo et al., 2020). Gao and Gu (2020) stated that the innovative approaches 
expand creative possibilities for artisans, enriching the cultural heritage of traditional 
weaving while promoting sustainability. The study underscores the crucial need for 
collaboration between designers and artisans to regenerate sustainable traditional bamboo 
crafts and integrate them into contemporary design. Due to quality and innovation, Yu 
(2023) introduced supplemental weft, inlay, and lattice or overlay techniques to make 
bamboo products more sustainable. In the supplemental weft technique, bamboo strips 
complement the primary threads, enhancing the fabric’s texture and visual appeal. However, 
inlay involves inserting bamboo strips directly into the fabric structure to create intricate 
embellishments and designs (Yu, 2023). The lattice or overlay technique weaves bamboo 
strips over the fabric surface, adding texture and depth through weaving and knotting 
techniques. Yu (2023) stated that the evolving relationship between bamboo craft and 
design exemplifies a promising strategy for product development, blending tradition with 
innovation to create timeless artistry.

Other studies have explored integrating traditional decorative patterns with bamboo 
weaving for innovative product designs, particularly in textiles and clothing (Yu & 
Pashkevych, 2023; Yu, 2023). Techniques include combining bamboo weaving with other 
materials and applying cutting-edge technology to enhance efficiency and precision (Yu & 
Pashkevych, 2023; Yu, 2023). For instance, attaching bamboo weaving to fabric surfaces 
using modern production technology and weaving bamboo segments into three-dimensional 
forms represents innovative approaches (Yu & Pashkevych, 2023). This integration has 
yielded vibrant patterns and luxurious forms, showcasing bamboo's versatility in crafting 
modern, sustainable living items. Gao and Gu (2020) stated that bamboo weaving 
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techniques offer diverse applications, with traditional methods excelling in sustainability 
and traditional preservation, while modern approaches enhance efficiency and aesthetic 
versatility. Geometric elements, vibrant colors, and innovative techniques like hexagonal 
weaves reflect contemporary preferences while maintaining traditional craftsmanship (Yu 
& Pashkevych, 2023).

Traditional techniques like handloom weaving minimize waste but can be time-
consuming and less adaptable to contemporary trends, as Gao and Gu (2020) noted. 
Techniques such as modular textile weaving and three-dimensional bamboo weaving 
enable intricate, innovative designs, as Yu (2023) and Yu and Pashkevych (2023) pointed 
out. Moreover, integrating advanced manufacturing technologies, such as 3D printing, can 
support personalized designs, standardized production, and mass customization, aligning 
the bamboo weaving industry with the principles of Industry 4.0 for greater sustainability 
(Zhang, 2019). Kumalasari et al. (2021) also indicated that artisan cooperatives producing 
bamboo-woven fabrics could target high-end fashion designers, sustainable clothing brands, 
and eco-conscious consumers, expanding beyond local markets into international fair trade 
as part of one of the successful projects in the real world. Despite challenges like production 
scalability and material rigidity, merging traditional and modern weaving techniques and 
technology presents opportunities for sustainable and innovative design solutions. The dual 
benefit of cultural preservation and environmental sustainability highlights the importance 
of bamboo weaving in contemporary design and production (Yu, 2023).

Additionally, Gao et al. (2024) emphasized the appeal of dynamic arrangements 
and vibrant patterns in attracting younger generations who appreciate the integration of 
tradition and modernity. However, production scalability and material rigidity warrant 
further exploration to maximize bamboo’s potential in sustainable fashion and textiles 
(Zhang, 2019). Zhang (2019) stated that ongoing innovation in weaving methods, such as 
integrating bamboo with other materials and developing new weaving technologies, is vital 
for addressing these challenges. Furthermore, Gericke and Van der Pol (2010) mentioned 
that raising consumer awareness about bamboo products' environmental and cultural value 
can enhance their marketability and promote sustainable practices. The future of bamboo 
weaving lies in its ability to adapt to evolving consumer preferences and environmental 
needs.

It is credible that bamboo is a sustainable material; therefore, addressing concerns 
about false claims, labeling accuracy, and certifications for bamboo products is becoming 
increasingly significant. Labeling bamboo clothing presents major challenges that could 
impact consumer confidence and the broader sustainability goal in the textile industry. 
Research emphasizes that trust in sustainable fashion (Jalil, 2020) relies on garments' 
biodegradability and antimicrobial properties at the time of purchase. Standardized 
certification shapes consumer preferences in distinguishing between greenwashed 
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alternatives and genuinely sustainable bamboo textiles (Ajmad, 2024). Amjad (2024) 
noted that several certifications ensure environmental and ethical integrity for bamboo 
products. The OEKO-TEX Standard 100 guarantees that bamboo textiles are free from 
harmful substances, while the Global Organic Textile Standard (GOTS) adheres to strict 
environmental and social criteria. When evaluated through the triple bottom line of 
sustainability, the textile industry has a poor record of addressing social and ecological 
issues (Waite, 2009).

Okafor et al. (2021) highlighted the scarcity of textile recycling facilities in many 
countries, emphasizing the necessity for sustainable fabric waste management through 
innovative design and production to support a circular economy. Jalil (2020) stressed that 
achieving sustainability necessitates substantial product design and changes in consumer 
behavior. While recycling efforts aim to minimize virgin material usage, they often result 
in "downcycling." A free-market approach might be more effective in managing post-
consumer textiles (Okafor et al., 2021). Jalil (2020) also pointed out that waste separation at 
the source and efficient collection systems cannot transform waste into a valuable resource. 
Programs such as the Blue Box Recycling Initiative (Okafor et al., 2021), which rewards 
participants with redeemable points, offer a viable textile recovery, reuse, and reprocessing 
model. Sustainable textile design, which aims to reduce energy consumption, minimize 
waste, and create efficient products, has found a promising partner in bamboo (Jalil, 2022).

Integrating bamboo into sustainable textile practices offers a unique opportunity to 
blend sustainability with textile heritage (Yu & Pashkevych, 2023), providing ecological 
and economic advantages. This review takes the opportunity to include the circular economy 
of bamboo, from cultivation to production, usage, and disposal. Bamboo clothes made 
from organic bamboo, not mixed products, can all be composted (Jalil, 2022). It includes 
investigating closed-loop technologies that allow for the recycling and reusing of bamboo 
fibers, reducing waste, and lowering environmental effects (Jalil, 2020). Furthermore, 
customer behavior is important in boosting demand for genuinely sustainable bamboo 
goods since conscious purchase decisions can encourage firms to adopt more ethical and 
transparent methods (Gao et al., 2024). Moreover, artisans can leverage bamboo’s renewable 
properties in textile production to create high-demand sustainable products, opening new 
markets and enhancing livelihoods while preserving traditional craftsmanship (Gao, 2024). 
This biodegradable material, with unique properties such as antibacterial capabilities, UV 
protection, breathability, and moisture absorption, provides a compelling alternative for 
sustainable textile applications (Tausif et al., 2015).

Chen et al. (2017) investigated the possibility of combining mechanical pretreatment 
with low-alkaline chemical treatments to produce high-quality bamboo fibers. Further 
modifications, such as combing and carding, enhance the fibers’ usability for textile 
production, as suggested by Hu et al., 2019. Producing bamboo fabric using hand-spinning 
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and handloom techniques supports sustainability by reducing energy consumption, waste, 
and water usage (Gao et al., 2024; Luo et al., 2021). Twill weave is identified as the 
optimal method for bamboo textile weaving, providing a uniform structure that balances 
flexibility and durability for various applications (Yu & Pashkevych, 2023). By starting 
with basic twill patterns, it is possible to develop aesthetically pleasing and advanced 
designs comparable to those created using other techniques (Hu et al., 2019). Innovations 
enable businesses to retain a proper competitive position in the market (Zheng & Zhu, 
2021). Zheng and Zhu (2021) stated that using bamboo as an ecological material allows 
for implementing eco-innovations and participation in the closed-loop economy. In many 
sectors of the economy, the innovative use of bamboo provides a competitive edge while 
benefiting the environment. Chen et al. (2017) stated that a perfect bamboo product for 
the circular economy should be durable, replace abiotic materials, and be 100% bio-based, 
reusable, biodegradable, or energy-efficient when discarded.  

Yu et al. (2023) stated innovative approaches to lightweight, portable, and 
multifunctional bamboo ideas through modular design, composite material innovations, 
and optimized joint structures. Bamboo weaving patterns, known for their symmetry 
and rhythmic structure, can be creatively reinterpreted through scattered compositions 
and free weaving techniques (Yu & Pashkevych, 2023). These innovations break away 
from traditional rigid designs, offering new possibilities for artistic expression and 
design flexibility, as demonstrated in various scholarly studies (Yu et al., 2023). De Vos 
(2010) explored laminated bamboo as a composite material. Luo et al. (2020) examined 
the evolution of bamboo weaving, emphasizing the integration of modern elements 
for sustainable development. Despite these studies, limited research exists on applying 
Interactive Genetic Algorithm (IGA) technology to bamboo weaving design. Pathways to 
sustainable bamboo textiles are represented in Figure 5.

Figure 5. Pathways to sustainable bamboo textiles
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CONCLUSION

Bamboo, known for its antibacterial properties and UV protection, offers significant 
potential for various textile and clothing applications. Despite the environmental benefits 
of bamboo, some ecological concerns need to be addressed to ensure its sustainable 
use. This paper reviewed bamboo’s potential for sustainable handloom and craft 
weaving development. However, it acknowledges limitations, particularly regarding the 
environmental implications of alkaline treatments that reduce lignin content. While these 
treatments are cost-effective and energy-efficient, they produce chemical-laden wastewater, 
necessitating proper management through neutralization or closed-loop production systems. 
Public demand for organic textiles may encourage the adoption of less chemically intensive 
bamboo farming and production methods. Several areas could be explored to enhance 
the conclusion with actionable recommendations and future research directions. Further 
investigation into natural bamboo fiber production, yarn processing, handloom production, 
and wastewater treatment is vital for establishing fully sustainable bamboo products. 
Improving mechanical extraction techniques for bamboo fibers is crucial to enhancing 
efficiency while maintaining eco-friendly processing. Addressing these challenges through 
innovative solutions could establish bamboo as a cornerstone of sustainable fashion and 
clothing design. Research could focus on developing scalable, cost-effective, and energy-
efficient mechanical methods to lessen reliance on chemical treatments. Incorporating 
bamboo materials into traditional patterns and weaving techniques represents a blend of 
tradition and innovation, contributing to cultural preservation and creative expression. 
Therefore, collaboration between designers and artisans is essential for revitalizing 
sustainable traditional bamboo crafts and integrating them into contemporary design. The 
evolving relationship between bamboo craft and design presents a promising strategy for 
product development, seamlessly combining tradition with innovation to create timeless 
artistry. Finally, future studies could evaluate the life cycle impact of bamboo textiles, 
addressing concerns about their long-term environmental benefits and potential ecological 
drawbacks. 
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